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FOREWORD

These volumes contain papers that were presented at the PSAM 11 Conference.
PSAM I was held in February, 1991 and its success led to the present Conference and

^ hopefully many more.

The purpose of the PSAM Conferences is to provide a forum for the presentation
^ of scientific papers covering both methodology and applications of system-based

approaches to the design and the effective, safe operation of technological systems and
processes. These include nuclear plants, chemical and petroleum facilities, defense
systems, aerospace systems, and the treatment and disposal of hazardous wastes. The
objective is to share experiences to the benei^t of all industries.

r* Wewouldlike to comment on the production of these proceedings, specifically the
printing and binding. Unfortunately, the publishers we had contracted to publish the

^ proceedings did not fulfill their obligation to have them available in time for the
Conference. Due to our strong belief that the proceedings should be handed-, out at the
Conference, we have done our best to produce these volumes in the very short time

^ available.

The Editors



SPONSORED BY THE

Societyfor Risk Analysis

European Safety and Reliability Association

COSPONSORED BY THE

American Nuclear Society

American Society ofMechanical Engineers

IEEE Reliability Society

SPONSORING ORGANIZATIONS

Aerospace Corporation

APG, Inc.

^>1

ASCA, Inc»

Electric Power Research Institute

Idaho National Engineering Laboratory

Kazarians & Associates

Los Alamos National Laboratory

PLG, Inc.

PRC, Inc.

SAIC

Sandia National Laboratories

Scientech, Inc.

Tenera

Unocal Corporation

University of CaUfomia, Los Angeles

University ofMaryland

US Department ofEnergy



GENERAL PROGRAM CHAIRMAN

Michael G. Stamatelatos, Sdentedi, Inc.

ASSOCIATE GENERAL CHAIRMAN

Doug Orvis, Accident Prevention Group

^ SENIOR ADVISORY BOARD

BJ. Garrick, PLG, Ihc^ Chairman

A. Amendola, Commission of European Communities
A.H-S. Angy University of California, Irvine

^ A.TJ>. Butland, SRD, United Kfaigdom
J J). Fit^rald, Jr., US Dept of Energy
VX. Grose, Omega Systems Group

^ D-Y. Hsia, Institute of Nuclear Energy Research, Taiwan
V. Joksimovich, Accident Prevention Group
S. Kondo, University of Tokyo
J. Meltzer, The Aerospace Corporation

^ N.C. Rasmussen, Massachusetts Institute ofTeduiology
L. Ybarrondo, Sdentech, Inc.

>w

/

CONFERENCE LOCAL ORGANIZING COMMITTEE

AA, Dykes, PLG, Inc., Chairman

D. Bley, PLG, Inc.
S.Guarro, The Aerospace Corporation
D. Homeke, TENERA
V. Ho, PLG, Inc.
M. Kazarians, Kazarians & Associates
A. Mosleh, University of Maryland
R. Mulvihill, PRC, Inc.
D. Orvis, APG
N. Sankaran, UNOCAL Corporation
N.O. Sin, INEL
M. Stamatdatos, Scientech, Inc.

ORGANIZING STAFF

^ D. BeU, UCLA
M. Hanna, UCLA
J. George, UCLA
C. Garrett, UCLA
T. Paulos, UCLA



H

f«i'

TECHNICAL PROGRAM COMMITTEE

CHAIRMAN

G.Apostolakis, University California, Los Angeles, USA

ASSOCIATE CHAIR

JS, Wu, ASCA, Inc.

MEMBERS

D.Aldridge,USA
H.P.AIesso,USA
A. Amendola, Italy
DJR. Anderson, USA
B. Ayyub, USA
RA. Bari, USA
JJBL Bickd, USA
VJ^. Bier, USA
D. Bl<^, USA
EJ. Bonano, USA
S. Book, USA
B. Bream, USA
D. Brooks, USA
MX. Brown, UK
B. Bnchblnder, USA
RJ. Budnitz, USA
P.C. Cacdabue,. Italy
A. Camp, USA
R.M. Cooke, Netherland
ILA. Cox, UK
D. Crondier, USA
G.E. Cummings, USA
D. Cunha, USA
K. Dahlgren, Sweden
J. Devooght, Belgium
AA. Dykes, USA
T. Eng, USA
D. Frangopol, USA
M.V. Frank, USA
R. Friedman, USA
RJL Fullwood, USA

WJ. Gaiyean, USA
DX Gertman,
USAUaJ. Goossens,
Netheriands

S. Guarro, USA
M. Halm, Israel
G.W. Haimaman, USA
J.C. Hdton, USA
D. Henneke, USA
S. Hirschba*g,
Switzerland

V. Ho, USA
E. Hollnagel, UK
K. Inone, Japan
K. JamaU, USA
D.H. Johnson, USA
P. Kafka, Germany
G.D. Kaiser, USA
DJ^. Karydas, USA
W.E. Kastenberg, USA
M. Kazarians, USA
DX. Kelly, USA
K. Klein, USA
ILF. Lavelle, USA
C. Lavine, USA
L. Lee, USA
S. Lydersen, Norway
M. Maharik, Israel
D. M^jumdar, USA
G. Mancin, Italy
M. Marseguerra, Italy
T. Matsuoka, Japan

M. Modarres, USA
DA. Moore, USA
A. Mosleh, USA
R. Mnlvihill, USA
K. Murphy, USA
D. Okrent, USA
Uf. Oliveira, Brazil
N. Ortiz, USA
D. Orvis, USA
LA. Papazoglou, Greece
CJL Park, Korea
G.W. Parry, USA
M£. Pate-Comdl, USA
P. Prassinos, USA
C. Preyssl, Neth.
D. Rice, USA
UK. R^lph, USA
B. Sagar, USA
N. Sankaran, USA
J.CJ9. Schuler,
Netheriand

N.O. Siu, USA
D. Stack, USA
M. Stamatelatos, USA
J-P. Sursock, USA
O. Svenson, Sweden
B. Thompson, U.K.
W. Tosney, USA
UP. Vestnicd, Italy
J. Wreathall, USA
J. Ziagos, USA



CONTENTS

073 Human Reliability Applications and Models
Chair: S. Kondo, Tokyo Univ,

Human Reliability Analysis for Surry Midloop Operations
/.C. Lin, aC Bley, D.H. Johnson (PLG); T-L Chu (BNL)

Enhancing Conditions for Correct Human Actions at the Ignalina Nuclear Power Plant in
Lithuania

P. Holmgren (RELCON)

Human Error Model Development for Savannah River Site Nonreactor Facilities
R.E, Vail, H.C. Benhardt, J.E. Held, L.M. Olsen (Westinghouse Savannah Rvr.); SA.

Eide (lATA)

Benchmarking an Automated Human ErrorAnalysis Technique
J. WHson, P. Chutier, S, Fogarty (Westinghouse Idaho Nucl.)

Assessment of Dependence of Human Errors in Test and Maintenance Activities
L. Reiman (STUK, Finland)

074 Comparative Risk Assessment of Complex Technological Systems (II)
Chair: S. Hirschberg, P. Scherrer Inst

Comparative Assessment of the Health and Environmental Impacts of Various Energy
Systems from Severe Accidents: Issues in Review

A.V. Gheorghe (ETH, Switzerland)

Consideration of Probabilistic Safety Objectives in OECD/NEA Member Countries
M.F. Versteeg (Nucl SafetyInsp., Netherlands)

Risk Assessment of Large Industrial Complexes in Eastern Europe: A Comparative
Prospective

A.V. Gheorghe (ETH, Switzerland)



075 Fire Risk Analysis for Enineered Systems
Chair: R. Friedman, NASA Lewis ^

Risk Analysis of Environmental Hazards at the High Flux Beam Reactor
JX. Boccio (BNL), VS. Ho, DJi*Johnson (PLG) ^

I

A Model for Fuel Fire Duration and ^plication to the B-IB Bomber
D.K Magnoli (LLNL) H

Implementation of the FIVE Methodology: Results and Lessons Learned
R.C, Lindquist, M,S. Powell (Arizona Pub, Serv.) r»

/ •

Fire Risk Assessments at Rocky Flats Plant
rX. Foppe, E, Stahlnecker (EG<&G Rocky Flats) ^

076 Risk-Based Regulation (I) ^
Chair: V. Joksimovich, Accident Prevention Group

Application and Extension of Formal Decision-Making Methods to Generic Safety Issue ^
Decisions

M.P. Bohn (SNL) ^
I

Risk-Based Regulation Using REVEAL
H. Des^i, J, Meyer (SCIENTECH); M, Modarres (U. Maryland), H. Specter (RBR ^
Conslts,)

078 Process Safety Management
Chair: RX, Cummings, Interstate Assessment Technologies

Integrating Compliance Efforts for Process Safety Management Regulations
DA, Moore (Primatech)

OSHA PSM: Impact on Accident/Incident Investigation
DA Wetzel, S. HaU (Wetzel, Herron & Drucker);R,E, Rimkus, J,C, Clark (Rimkus
Consulting

11

I

n



079 Impact of Different PRA Methodologies on the Results of Nuclear
^ Power Plant PSAs (I)

Chair: F.R. Hubbard, FRH

^ Risk Assessment Impacts on Risk Management
K.L Kiper (N, Atlantic Energy Service)

^ Comparison of PRA Event Tree ^proaches - Some Thoughts and Reflections
DM, Rasmuson (USNRC)

On Encountering Small Numbers: How Good Models Go Bad
D,C, Bley, D,K Johnson (PLG)

Completeness and Complexity of PSA: Do They Need it?
A»D, Chambardelf L Magne (EDF, France)

tm

080 Understanding Organization Factors Through Risk Models
Chair: J.H, Gittus, British Nuclear Industry Forum

An Approach for Incorporation of Organizational Factors into Human Reliability Analysis in
PRAs

P. Moieni, DD. Orvis (Accident Prevention Grp,)

The Work Process Analysis Model (WPAM): An Integrated Approach to the Incorporation of
'Organizational Performance into Probabilistic Safety Methodology

K. Davoudian, JS, Wu, G. Apostolakis (UCLA)

Risk Assessment - Including the "CHAOS" Factor
C.r. Kleiner (C,TJL Enterprises); RX, Cummings (Interstate Assessment Tech,)

081 DOE Safety Studies
Chair: R.E. Hall, BNL

An SAR Issue for the Savannah River Reactors Resolved with PRA Methods
5.7. Topp (Westingkouse Savannah Rvr.)

Evaluation of Replacement Tritum Facility (RTF) Compliance with DOE Safety Goals Using
Probabilistic Consequence Assessment Methodology (U)

KR, O'Kula, JM. East, MX, Moore (Westingkouse Savannah Rvr.)

Ill



Fault Tree Analysis on the F&H Canyon Exhaust Systems at the Savannah River Site
JM, Low, K Marshall (Westinghouse Savannah Rvr.)

082 Fires, Floods, and Spatial Interactions ^
Chair: R. Oehlberg, EPRI

Fermi Internal Rood Analysis Usmg a Component-Based Frequency Calculation Approach
J.C, Lin, YM, Hou (PLG); J,V, Ramirez, EM. Page (Detroit Edison)

Advances in the Methodology for the Analysis ofLocation-Dependent Hazards for p
Probabilistic Risk Assessment (PRA)

J.K. Liming, LA. Bennett (ERIN Eng. & Res.)

Location Transformation for Identification and Screening of Internal Fire and Flood Scenarios
TA. Thatcher, JX. Jones (JNEL); SA. Eide (LATA)

EPRI Fire Events Database

K Bateman, M. Marteeny, B. Najafi, B. Parkinson (SAIC); R. OeMberg (EPRI)

083 Environmental Restoration Decision Support System
Chair: D. Rice, LLNL C

Application of Decision Support Systems to Environmental Restoration Processes ^
D.W. Rice, J. Ziagos (LLNL); D. Bett (UCLA)

The SEDSS - A Risk Assessment Based Decision Support Tool
R. Knowlton Jr., E. Webb (SNL)

Environmental Decision Support Systems
J, Coleman (USEPA); J. Franco, W. Wee (U. Cincinnati)

084 Reliability Based Design in Structural Engineering
Chair: D, Frangopol, U, Colorado

Tune-Dependent Reliability of Rock-Anchored Structrues
M, Chakravorty, J.E. Pytte, DM, Frangopol (U. Colorado); RX. Mosher (USAE
WaterwaysExp. Station)

Reliability Analysis of Redundant Structures by Response Surface Method
Y, Murotsu, S. Shao (U, Osaka, Japan); N, Chiku (Kawasaki Heavy Ind,, Japan)

IV

I



H

m

Risk Analysis of Pipeline Systems Based on Structural Reliability Models
MSinisi, GM Uguccioni, Af. Tominez (SIAF, Italy)

085 Transportation Risk (H)
Chair: M, Kazarians, Kazarians &, Assoc,

A Zone Model for Determining Atmospheric Contaminant Transport Aboard Human-Qewed
Spacecraft

5. Jones, M. Paul, F, Issacci, L Cation, G. ApostolaMs (UCLA)

Commercial Space Transportation Regulation: An Evolution in Risk Management
R,IL Gress, D.E. Lang (USDOT)

System Safety Management in the UK Air Traffic Services
R, Prop (Natl Air Traffic Services)

086 Impact of Different PRA Methodologies on the Results of
Nuclear Power Plant PSAs (II)

Chair: J.H. Bickel, INEL

The Search for Dependencies or How Could Two Current Design Nuclear Power Plants
Produce WE Results Three Orders of Magnitude Different?

^ FJl, Hubbard (FRH); A Mosleh (U, Maryland)

Impact ofMethodology and Design Changes on Turkey Point IPE Results
^ CJ^. Guey, WASheUey (Florida Pwr, & Lt)

^ 087 Causal Factors in Human Reliability: Experiments and Databases
Chair: AA. Dykes, PLG

^ On the Use of Data Collected During Crew Reliability Experiments at PAKS Nuclear Power
Plant - Status Report

A^areith, Z. Karsa (InsU for Electric Pwr, Res,); AJ, Spurgin; L Kiss (Nucl Pwr.
^ Pit, ofPaks); I. Izso (Tech, U. Budapest)

Causal Identification of Human Errors Towards Intelligent CAI System for Plant Operation
Y, Furuhama, K. Furuta, S. Kondo (U. Tokyo)

Development of a Human Error Data Bank
^ S.E, Taylor-Adams, B, Kirwan (U. Birmingham, England)



Causal Factors of Operator Unreliability: An Application of Simulator Data
D. Orvis, P. Moieni (Accident Prevention Grp.); AJ, Spurgin

088 Risk Based Methods for Reliability/AvaUability/Maintainability
Chair: S. Lydersen, Norwegian Inst, Technol

Some New Measures of Reliability Importance with Applications to Reliability Centred
Maintenance

5. Lydersen (Norwegian Inst, TechnoL)

"INTEGRTT" - A Parametric Reliability and Maintamability Methodology and Safety Risk
Management Tool

R. Vote, Z Barritt, R, Blanchford (EUNTECH)

On-Line VS. Off-Line Maintenance in Nuclear Power Plants - Insights from a Cycle-Wide
O&M Cost Model

JJ(. Hewitt, LA. Bennett, R.L. Durling (ERIN Eng. <& Res.)

A User-Friendly Program for System and Component Availability Monitoring and Its
Potential Application in Maintenance Rule Implementation

DM. Kapinus (Commonwealth Edison); TA. Petersen (NUS)

089 Seismic Risk Analysis
Chair: DA. Moore, Primatech

The Experimental Breeder Reactor n Seismic Probabilistic Risk Assessment
J. Roglans, DJ. Hill (ANL)

Seismic Risk Management Using Earthquake Injury Epidemiology
PJ. Amico, TA. Haley, SJ. Krill (SAIC)

090 Risk Based Regulation (II)
Chair: G. ApostolaMs, UCLA

Regulatory Decision Making by Decision Analysis
J. Holmberg, U. PuUddnen (Tech. Res. Ctr. Finland); L. Reiman, R. Virolainen
(Finnish Ctr. for Radiat. <Sc Nucl. Saf.)

Application of Risk-Based Priortization to QA Requirements
FJ. Rahn, W. Parkinson (EPRI); G.D. Bouchey (SAIC); M. Meisner (Entergy

VI

n

r

I'



Operations)

091 Management Issues
^ Chair: D. Cunha, Northrop Corp.

"Risk Index" - A Proposed Concept
^ 5. Chakraborty (Swiss Fed, NucL Insp.); C. Preyssl (European Space Agency)

The Quality Issues of Technologic Risk Assessment
5.0.y. Lydell (RSA Technologies)

092 Industrial and Transportation Risks
Chair: D, Henneke, TENERA

m

The ARIPAR Project: Analysis of the Industrial and Transportation Risk Connected with the
Ravenna Area

D. Egidi (Civil Protection, Emilia Romagna Region); F, Foraboschi, G. Spadoni (U.
Bologna); A. Amendola (CEC-JRC)

Identification and Evaluation of Maritime Exposures
JX, Borrelh, MJ. Spansel (Adams & Reese)

A Decision Model of a Multi-Point Mooring of a Tanker with a Tug Assist
MX. Esfdjian (Calif, St Lands Commis,)

093 Time Dependence of Equipment Failure Rates-
Models, Data, and Impacts on System Modeling

Chair: D, Bley, PLG

On a Qass of Dependent Failures
I,A. Papazoglou (National Center forScientific Research, Greece)

Statistical Treatment of Time and Demand-Related Failures in the Nordic Reliability Data
Book (T-Book)

IL Pom (StudsvikEco <fe Safe)

m

1^

Derivation ofTime Dependent Component Unavailability Models and Application to Nordic
PSAs

M. Knochenhauer (Logistoca Consult); G, Johanson (Ind, Process Safety)

vii



094 Applications of Human Reliability Analysis
Chair: D.L Germany INEL ^

HRA for Explosive Ordinance Disposal
Honey, R.G, Peatross, D.L Gertman (INEL) fm

Nuclear Case Study for A SGTR Sequence
DJ, Gertman,WJ, Reece, AO. Galley, CX. Smith (INEL)

Insights into Pilot Situation Awareness Using Verbal Protocol Analysis
H. Blackman, C. Sullivan, K Seidler (INEL)

095 Risk Methods for Defense Applications P
Chair: M,V. Frank, Safety Factor Assoc.

Probabilistic Risk Assessment of Weapon-Systems Field-Testing: Accounting for System's
Complexity and Unfamiliarity

5. Feller, M. Maharik (RAFAEL, Israel)

Nuclear Weapon System Risk Assessment
DJ>. Carlson (SNL) ^

Probabilistic Risk Assessment of Disassembly Procedures
DA, O'Brien, TJl. Bement, B,C, Letellier (LANL) ^

096 Risk Communication to the Public
Chair: M£. Pate-Comell, Stanford U

Effectively Communicating Risk to the Public and to Regulators: Can It Be Accomplished? p
GM. Pilie, G,T, Croxton (Adams& Reese)

Effectively Communicating Risk Assessments to the Public ^
C Lambert, M* McDaniel (UNOCAL); S, Santos (FOCUS Grp.)

097 Broad Risk Perspectives Within the DOE Weapon Complex
Chair: H.P. Alesso, LLNL ^

I

A Global Overview of Risk Management of the DOE Complex
HF, Alesso, KC, Majumdar (LLNL) ^

Vlll



m

/m

The Integration of Human Factors into the Risk Assessment of a Nuclear Device Arming and
Firing System

r. Altehbachy W, Ferrell (ILNL)

A Method for Determining Risk to Ground Facilities form Aircraft Accidents
C.y. Kimura, C,T. Bennett (ILNL)

098 Risk Management - International Space Applications
Chair: C. Preyssl, European Space Agency

Risk Assessment - The European Space Agency Approach
C. Preyssl (European Space Agency)

Risk Management of the Japanese Experiment Module on Space Station Freedom
/.C. Lin, DJI. Johnson, W,R, Fuller (PLG); K Sake^ H. Suzuki, 5. Kojima
(Mitsubishi Atomic Pwr, Ind, Japan); H. Himeno (Mitsubishi Heavy Ind,, Japan)

Rocky the Rover: PRAMeets ET
M.V. Frank, SA, Epstein, AJ, Spurgin (Safety Factor Assoc.)

099 Root Cause and Precursor Analysis
Chair: M.G.K. Evans, NUS

The Barseback Incident - A Precursor Challenging Fundamental Safety Principles of LWRs
L. Carlsson, 5. Erixon, C. Karlsson, B. Liwang, J. Olsen (SKI); G. Johanson (IntL

Proc, Saf.)

Inferring Safety Trend From The Accident Sequence Precursor Analysis Program
M. Modarres (U. Maryland)

FsHinating the Frequency ofElectrical Overload Events in the Proposed Space Station
r. Paulas, F. Issacci, L Catton, G.Apostolakis (UCLA)

100 Reducing Errors through Quality and Design
Chair: T,G, Ryan, INEL

The Pros and Cons of Using Human Reliability Analysis Techniques to Analyze
Misadministration Events

L.r. Ostrom (INEL)

IX



Construction Error and Human Reliability for Structural Systems
M,G, Stewart (U, Newcastle) ^

*

The Feasibility of Designing Human-Error Backup Systems for Fail-Safe Structures
y. Sato (Tokyo U,); K Inoue (Kyoto U)

A Methodology to Support Space System Designer in Minimizing Human Error
M. Ferrante, C. Vivalda (Alenia Spazio); C. Fogli (ESAIESTEC)

101 Risk Assessment of Nuclear Waste Storage and Processing
Chair: D, Stack, LANL

PSA Results for Hanford High-Level Waste Tank 101-SY
DJt, MacFarkme, TF. Bott, LF. Brown, D.W. Stack (LANL); /. Kmdmger, R,K
Deremer, SJt, Medhekar, TJ, Mikschl (PLG)

102 Fire Risk

Chair: V, Ho, PLG

Development of the Fire Risk Analysis Methodology for Nuclear Power Plants
r. Matsuoka, K MiyazaH (Ship Res, Inst, Japan); M. Kondo (JAERI, Japan)

A Methodology for Quantifying Fire Risk On-Board Spacecraft
KR. Paxton, F. Issacci, G. Apostolakis, L Cotton (UCLA)

103 Risk-Based Regulation (III)
Chair: F. Rahn, EPRI

Where Do We Go from Here in U.S. Nuclear Safety Regulation?
V, Joksimovich (Accident Prevention Grp,)

The Use of Probabilistic Risk Assessment in Satisfaction of the Nuclear Regulatory
Commission's Maintenance Rule

RM DuBord, M,W. Golay (GE Nuclear Energy); N.C Rasmussen (MIT)

The Beneficial Use of Risk Analysis in the Regulatory Process
M.V. Bonaca, DA. Dube, SD. Weerakkody (Northeast Utilities Serv,)

n

p



H

m

104 Industrial Risk Management - An EEC Perspective
Chair: DM. Karydas, Factory Mutual Res, Corp.

Industrial Risk Management: An EEC Perspective
A, Amendola (CEC-JRC, Ispra)

Plant Level Hazard Identification Based on Functional Models
Suokas (VTT, Finland)

Decision Making in Process Design - Assessment of Total Safety by Aggregating the Safeties
of the Subparts of the Process

R, Koivisto (VTT, Finland), VJ, Pohjola, M.K Alha (U. Oulu, Finland)

Short Cut Risk Assessment

G. Wells (U. Sheffield, UK); 5. Allum (Bowring Marsh <&: McLennan, UK)

105 Environmental Risk Management-Restoration
Chair: T,E. McKone, LLNL

Scope Definition for the Hanford Tank Farms PRA
JJ^. Kindinger (PLG), D.W. Stack (LANL)

Risk Management Applications at the INEL for Advanced Test Reactor Operations and Safety
and Environmental Restoration and Waste Management

^ SA, Atkinson, RX. Nitschke (INEL)

^ Decision Analysis in Environmental Risk Management: Evaluating Multiple
Stakeholder/Multiple Objective Decisions

D.C, Bell, G. Apostolakis, W,E, Kastenberg (UCLA)

106 Data Collection and Evaluation
/-I Chair: D, Croucher, EG&G Rocky Flats

Risk Assessment Data Banks at the Savannah River Site (U)
CS. Townsend, WS. Durant, DF. Baughman (Westinghouse Savannah Rvr.)

Data Worth Analysis for Performance Assessment Using Influence Diagrams
J£. White (INTERA), A,S. Heger (U. NewMexico)

btegrated Risk Management Database Systems
^ H. WUhUe, JJ(, Pearson (CYCLA)

im xi



107 Organizational Factors and Nuclear Power Plant Safety
Chair: K, Dahlgren, Swedish Nucl Pwr, Insp.

Organizational Factors and Nuclear Power Plant Safety: A Process Oriented Approach
K. Dahlgren (SNPI, Sweden);J. Olson (Battelle)

Organizational Assessment of a Maintenance Department at a Nuclear Power Plant
I. Reiman (STUK, Finland), L Norros (^, Finland)

Evaluation of Quality Systems
/. Blom (SNPI, Sweden), B. Melber, N. Durbin (Battelle)

Two Solutions to the Same Problem - Assessing Processes and Their Outcomes
G. Svensson (SNPI, Sweden)

108 Interactive Fault Detection and Diagnosis-Approaches
Chair: A, Poucet, ITER EDA

Development of Diagnosis Systems of Autonomous Operation System for Nuclear Power
Plants

A Saiki, K Okusa, A, Endou (PRSc NFD Corp., J(qfan)

A Unified Paradigm for Verifying Reliability Requirements in Dynamic Systems
J. Rut, MJtoush (U, Maryland)

Towards a Toxanomy of System Failures
J, Ruiz, M. Modarres (U, Maryland)

Xll

I I

<*>

n



073 Human Reliability Applications and Models
Chair: S, Kondo, Tokyo Univ.

Human Reliability Analysis for Surry Midloop Operations
7.C. Lin, D.C. Bley, DJI. Johnson (PLG); T-L Chu (BNL)

Enhancing Conditions for Correct Human Actions at the Ignalina Nuclear Power Plant in
Lithuania

P, Holmgren (RELCON)

Human Error Model Development for Savannah River Site Nonreactor Facilities
R,E, Vail, H.C, Benhardt, J£. Held, LM Olsen (Westinghouse Savannah Rvr.);

SA. Eide (LATA)

Benchmarking an Automated Human Error Analysis Technique
J. Wilson, P, Cloutier, S. Fogarty (Westinghouse Idaho Nucl)

Assessment of Dependence of Human Errors in Test and Maintenance Activities
I. Reiman (STUK, Finland)



1^

HUMAN RELIABILITY ANALYSIS FOR SURRY MIDLOOP OPERATIONS

James C. Lin,^ Demiis C. Bley^, David H. Johnson^ and T-L Chu^

^PLG, Inc.
4590 MacArthur Boulevard, Suite 400
Newport B^ch, CA 92660-2027

^Brookhaven National Laboratory
Department of Advanced Technology
32 Lewis Avenue, Building 130 '
Upton, Long Island, NY 11973

INTRODUCTION

The analysis is performed in supportof the Level 1 probabilistic riskassessment (PRA)
for Suny during low power and shutdown conditions.^ The objectives ofthis study are to
evaluate the important accident sequences initiated during midloop operations and to
compare the quditative and quantitative results with those for accidents initiated during
power opierations. The primary type of human actions analyzed in this study involves the
dynamic operator actions and recovery actions thattakeplace during the accident sequence
following an initiating event. Two parts of the human actions were analyzed: failure to
diagnose and failure to perform the action.

The scope of the Level 1 PRA for Surry during midloop operations includes internal,
fire, and flood initiating events. To evaluate human actionsin the shutdown conditions, the
following important differences from the power operation case must be recognized. Due
to the different decay heat levels, the time windows available for operator diagnosis and
action performance are different if the timings of accident initiation relative to the reactor
shutdown time are different. This implies that the operator performance may be different
for thesame action responding to the same event initiated at different times after shutdown.
For the same reason, greater times are available for recovery actions. Because of the
relative lack of instrumentation and emergency procedures and the need to consider
possibilities for loss of containment integrity that are unique to plant shutdown conditions,
there is a greater uncertainty in the behavior of the operators. Due to the many operator
actions involved during the accident response to events initiated in shutdown conditions,
more dependencies may exist among the preceding and subsequent actions.
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QUALITATIVE EVALUATION
I '•

The approach to evaluating human actions and recovery actions that follow an initiator
is to, fost, qualitatively defme the event scenario, required action, important factors ^
affecting operator performance, and the consequences of the action not being successful. ,
Relatively detailed qualitative descriptions of all relevant information that could affect
operator performance were prepared. This is because such actions are beyond direct ^
experience and relevant statistical data. Therefore, most practical estimates of human error ^
rates are strongly influenced by the experience and judgment ofthe experts performing the
analysis. It is essential that these experts base their evaluations on the most complete and ^
accurate descriptive information available. Table 1 gives an example page of these
qualitative descriptions. ^

Then, a set ofseven performance-shaping factors (PSF) were selected to characterize ^
the important elements that affect the successful completion of the operator actions. These ^
factors include preceding and concurrent actions, plant interfaces, tune adequacy, availability
of procedures, task complexity, training and experience, and stress level. Because of the „
decreasing decay heat levels, timing ofthe accident scejiario initiation is very important to j
the time available for operator response or recovery actions during the transient prior to core
damage and significant radioactive material release. These time windows are based, in large ^
part, on the thermal-hydraulic analyses that have been performed for Surry in tiie -
pressurized water reactor (PWR) Low Power and Shutdown Accident Sequences Program.
They were considered for both diagnosis and action performance.

QUANTrrATTVE ANALYSIS «
I :

The qualitative evaluations ofthe actions and the important factors that affect operator
performance were used to derive the human error probabilities (HEP) using an adaptation ^
ofthe success likelihood index methodology. This methodology is based on the ^sumption
that the likelihood ofoperator error in aparticular situation depends on the combined effects
ofa relatively small set ofperformance-shaping factors that mfluence the operator's ability ^
to accompli^ the action. I

To quantify the HEPs, the PSFs were rated against a weight that relates the relative
influence of eachPSF on the likelihood of the success of the action anda score that relates ^
whether the PSF helps orhinders the operator to perform the action. Witii the ratings for
PSFs, the numerical model was calibrated using well-defined actions obtained from analysis
for other PRAs. The calibration procedure ensures that the error probabilities are realistic
and consistent with available data, observed human behavior, and the results from
comparable expert evaluations ofsimilar activities. Aranking ofcontributors tothe human
error rate is accomplished by multiplying the weight of the PSF by the mmierical score of
the PSF. Because the score increases as the failure potential increases, the product of the
weight and the rating becomes a direct measure ofthe relative contribution of that PSF to
the himian error rate of that action. The uncertainties of the HEPs are estimated from the
uncertainties in the ratings ofthe PSFs and the uncertainties associated with the calibration
tasks.

ACTIONS AT MIDLOOP

Several hundred specific actions are considered in this analysis, and over 150 are
quantified directiy. Others are assigned HEP equal to one of those actually quantified
directiy because of similarities in required response, cues, timing, and all other factors.
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Table 1. Example page of qualitative descriptions of dynamic human actions evaluated
for the Surry shutdown PRA.
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A large number of specific action scenarios are actually special cases of a small
number of functional responses defined by plant procedures and colored by special
conditions of the sequence of events that leads to the need for action.

Human Responses

All of the actions discussed and quantified fall into four broad categories, as shown in
Table 2. It should be noted that this analysis is not a cognitive model of human behavior.
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Table 2. Human response categories.

Category

Globa] Actions

Primary Cognitive
Responses

Specific Activities

Recovery

Specific Case

Diagnosis

Isolation of Canal

Makeup

Restore RHR COoling

Steam Generator Bleed

and Feed Cooling

Primaiy Feed and
Bleed

Gravity Feed

Recovery of Room
Coolmg

Discussion

These global events strongly afTect otheractions within
the same event tree. If they fail, the subsequent actions
that depend on them cannot succeed.

The initiatorcreates a loss of RHR cooling condition that
mustbe recognized. Furthermore, it must be understood
to the extent that appropriate proceduresare begun that
can restore core cooling within the time available.

The loss of powerevents trip the majorwatersuppliesto
the canal. If action is not taken quickly, the canal will
drain through the main condensers, and service water
cooling will be lost No actions that involve equipment
that requires cooling (pumps and heat exchangers) can
succeed.

These actions are associated with the individual top events
in the event trees. They represent the likelihoodthat,
givena successful diagnosis (and, if necessary, successful
isolation of the canal), the operators carry out the actions
required by procedure to provide core coolmg.

If the reactor vessel level falls either because of active

overdraining or failure to properly maintain level, the
operators can restore level to permitrecoveryof RHR
flow.

If the loss of RHR coolfaig is recoverable, the operators
can shift to standbyequipmentor recover failed
equipment

The reactor can be cooled by boiling water on the
secondaryside of the steam generator. For conditions
analyzed m this study, only reflux cooling is possible.
While procedures call for fixding the steam generators,

' thejxses of mterest have sufficient inventory to support
steaming alone.

The mode of preference for this cooling method is fill and
spill. The procedures and training follow this approach~
forced feeding of the primary until water spills out the
PORVs. Operators indicate diat they would throttle flow
gradually to conserve water as long as the RCS is cooling
down.

For scenarios in which no faijectxmsource is available,
procedures guide operators to the use of the charging
pump of the adjacent unit

For many cases, gravity dratnnig water to the RCS can
provide acceptable coolmg. Often this cooling mode
cannot provide long-term stability but can greatly extend
the time available for recovery for other cooling paths.

For loss of emergency switchgear ventilation scenarios,
eariy recovery by opening doors and raging portable fans
can avoid the loss of RHR initiatnig event entirdy. When
the operators respond effectively to high room
temperature alarms, no hnpact on the plant occurs.

In several cases, detailed operator actioas associated with
establishing specific equipment in support of the
preceding activities are modeled separately in the fault
trees. Diagnosis and the cognitive aspects of the detailed
action are quantified by high level events in the fault tree.
If they are successful, then the lower level actions are
possible.

Recovery actions beyond those indicated above are
considered on a limited case>by-Gase (i.e..
cutset-bv-cutset) basis.
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Factors Affecting Performance

The continuum of factors affecting performance can be thought of in terms of a
discrete set of conditions as described in Table 3, Thus, the current analysis is thorough
in termsof modeling actions for which the operators are well trained. However, for some
unlikely but possible situations, the analysis is optimistic. It is believed that the overall
impact of not quantifying such situations will be small.

Table 3. Factors affecting performance.

Factor

Initiating Event

Previous/Concarrent Hardware Failures

and Human Actions

No Other Complicating Factors

Event Tree Sequence

Isolated Hardware Failures and Maintenance

Activities that Create an Impediment to
Successful Action due to the Hardware Failure

Alone but Create no Confusion and "Require
No special Response

Significant Support System Failures

Previous Failure of Human Action

Other Performance-Shaping Factors

Time after Shutdown

PRA Model

Each human action is conditioned on the initiating event that begins the
event sequence. They are all identifiedand explicitlyconsidered. In
some cases, the effects of different initiators are identical, and the same
quantification is used for those cases.

All actions are first analyzed under this condition. This value of the
human action quantification is used for some cases in which
complicating factors shoulddegrade human performance. Therefore,
some cutsetswith additional feiluresare optimistically quantified. That
such cutsetswould have negligibleimpacton risk should be verified in
the iiiture comprehensive HRA.

To some extent, the impactof the actionoccurring on different branches
of an event tree is quantified. Treatment of this dependency is not
complete in the analysis.

These effects are not mode!^ except that.possible failure of the backup
equipmentis modeled. Because they have litde impacton human
cognitive response, and becausefew sioiations have extremely short
time windows for adion, these cases are expected to have minimal
impact on the results.

Hiese effects are not modeled except for some recovery action cases.
They can lead to very severe degradation in human performance for
scenarios with substantial flmctional failures, but such cases are
expected to be of very low frequency.

These effects are not thoroughly modeled except for some recovery
action cases. However, if diagnosis fails, all subsequent actions are
failed. Otherwise, because diagnosis was successful, the operators are
on the right tract Therefore, the failuresare probablydue to minor
slips or physical difTiculties that can be bypassed by continuing with (he
procedure. While we do not expectthis approach to leadto major
errors in quantification, the validity of this judgment requires
verification through detailed modeling.

The otherperformance-shaping factors described earlierare thoroughly
considered.

No specialmaintenance unavailability conditions thatapply duringeach
POS are considered other than positions of the LIVs, inventory in the
steamgenerators, and likelihood of the pressurizer safetyvalves being
removed.

Drain-downinitiatorsmust hqjpen on entering the respective POS.
However, the earliesttimes for entering this conditionare used for all
events except for a few recoveryaction cases. Because that time is
fairiy long after shutdown for POS RIO, littlevariation in HRA results
is expectedif morethoroughtreatment of time is performed. As for
POS D6, that time is very short, and the effects are much more severe.
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RESULTS

Table 4 illustrates a sample calculation of the HEPs. The results of this study indicate
that the dominant cause of core damage is operator failure to mitigate the accidents. This
is primarily because, during shutdown operations, most of the automatic actuation features
for accidentmitigationare disabled, veryfewprocedures are currently available for accident
mitigation, and a significantfiaction of the mitigation equipment is removed from service.
However, due to the long period of time during which a potential shutdown accident
sequence may be initiated, significant imcertainty and conservatisms are involved in the
andyses ofplant thermal-hydraulic and operator responses. As a result, there is a very large
uncertainty in the human error probabilities used in this study.

Table 4. Example page for PSF ratings and HEPs for flood initiating events.
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FOLLOW-UP ANALYSIS

In a follow-up phase of this study, a refined approach that defines several time
intervals alter shutdown to better account for the decay heat level at which the mitiating
event occurs is used. It is shown that the dynamic operator actions taken in response to
shutdown initiating events depend much more on the time interval during which the
initiating event occurs than on the types of outage (i.e., refueling outage and drained
maintenance outage) and the POSs; i.e., 6 and 10 for midloop operations.
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1. INTRODUCnON

This paper presents parts of the work performed in the field of man-machine interactions
. within the Barselina Project is a multilateral project between Lithuania, Russia and

Sweden.The intention of the Barselina Project is to share and develop knowledge in the area
of anafysis and assessment of severe accident risks. Thepurpose is also to transfer knowledge

m to the Ignalina RBMK plant in Lithuania, regarding these matters.

^ The paper describes a method used to investigate the human factors at the Ignalina Nuclear
^ Power Plant (INPP). Preliminaiy results from thefirst case ispresented and discussed.

2. MODEL DESCRIPTION

In the Barselina project there was a lot of work done during 1991 - 1993 to create a
preliminary model ofa probabilistic safety analysis (level-1 stud^). In thestudy several critical
human interactions of importance forreactorsafetywereidentified. Tobe able to quantify this
firstversion of the study screening values for the operatoractionprobabilities were used. No
effortwere in this phasemadeto specify theseinteractions and theirprobabilities. Duringthe

^ current phase ofthe Barselina project one of the main areas of the project is to investigate
these identified critical human interactions.

The intention of the investigation of the human interactions is to increase the overall reactor
safety at the Ignalina Nuclear Power Plant (INPP). Both the method and results are an
outcome of this clearly stated intention. The used method needed to be rather simple but
effective andalso give an accurate description oftheactual situation. From earlierwork within

m this field a combination of the models from Swain's handbook of Human Reliability Analysis
(ref. 2), SHARP (ref. 3) and Rasmussen's mental scheme (ref. 3) was chosen.
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The five steps in the method can shortly be described as:

1.Identification ofimportant human actions intheperspective ofreactor safety. This includes
bothhuman actions in accident sequences and humanactions as initiating eventof an accident
sequence. Themethod also investigates and takes into account how thehuman actions related
to test and maintenance can affect safety,

2. Modelling and subdividing of each human action. This is done by using operator actions
trees (event trees). Theoperator action trees includes errors in diagnoses, errors of omission
andrecovery actions, (at this point nomodelling ofhuman actions thataggravates thesituation
has been made).

3. Probabilities for the human actions are set in two steps. First the Rasmussen's model for ^
human behaviour is used to set a range for the probability for a specifichuman action. After
that, different issuesthat affects the conditions for performing the operation is discussed and
validated. This is done in checklists that finally results in a probability for a non-successful ^
human action. The issues in the checklists can be related to as Performance Shaping Factors
(PSF). The probability is then input to the operatoraction tree. This procedure is done for
each action (event) in the operator action tree.

4.Quantification of the operator actiontree.Thisgives the failure probability of the identified
human action. If the operationin question is identified as a part of the PSAit is implemented
inthePSA. p

5. Safetyenhancement Bygoing through this procedure and using the checklists it is ea^ to
make recommendations for enhancing the conditions for correct human actions. These p
recommendations can point at relatively smalland specific matters as wellas a general policy
for the plant Youcan alsoeasilyperformsensitivity analysis for the recommendations to show
the mosteffective way to enhancesafety. Just going tlu-ough this procedure youwill in fact ^
get an improvement of human actions related to safety, while people at the plant that's
involved in the analysis starts to discuss and investigate different human actions.

The model is described in detail by presenting the pilotcase made at the Ignalina plant in p
cooperation between Sweden and Lithuania. The case describes the analysis of the human
interactions involved in decreasing the breakflow closing manuallyoperated valves in case
of a rupture in a GDH (fig. 1).

2.1 DESCRIPTION OF THE EVENT

This accidentsequence is initiated by a rupture in a Group Distribution Header (GDH), see j
fig. 1.After closing the Valves at the Main Circulation Pumps(MCP) the water levelwillstart
to increase in the Drum Separator and after approximately15minutes there willbe a backflow
in the 40-44 channels that are connected to the ruptured GDH. To decrease the loss of water ^
the operator reduces the flow by closingmanually operated valves.

The available time for closing the valves is at least 7 hours from the rupture occurs. This is the
time before the water supply is depleted and it is based on a very conservative water balance ;
calculation. During this time a correct diagnosis must be made and correct actions need to be
taken. ^

In the control room there are three main activities. The reactor operator (RO) has the -
surveillance of the reactor. The turbine operator (TO) do the same for the turbine and the
third operator is the operator of the safety systems of the reactor, safety ^tems operator ^
(SSO). The SSO has one assistant,assistantsafetysystems operator (ASSO). The deputy shift



supervisor (DSS) is in charge of the reactor control room. These five persons are together the
control room team. In charge of the whole shift at the plant is the shift supervisor, situated in
another room. For one exception we assume in this analysis that the people in the control
room team are the only ones available for making diagnosis and for taking the actions
according to the diagnosis. The exception is if the deputy shift supervisor DSS becomes
unavailable (e.g sick) then the shift supervisor can replace him.
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In front of the RO there is a large scheme showing the flow rate for each channel in the
reactor. In case of changes of the flow rate, if passing the setpoints low/ high, there is a red
dot lighting and a soundsignal In case of the initiating eventthe controlrodsare automatically
inserted.The lights and signals indicatelowflowrate in the 40-44 channels, that are connected
to one GDH. Indication also comes from high pressure in one of the rooms. The fast scram
system will automatically start immediately after the accident. It is followed byautomaticstart
up of the ECCS and AFWS (approximately 35 seconds after the accident occurred). This is
sunv^ed by the SSO and his assistant Both RO and DSSwillnotice that the flow is decreased
in a group of channels (red lighting). He wiU also receive the alarm of hi^ pressure in the
room for the GDH. Thus, there are two clear indications of damage of a GDH. When the
control room team identify the event as a GDH rupture the DSS will make the decision to
close the valves. He will notify the RO and call the manager of the reactor shop (MR), who
is sitting in another room, to close the specific valves. The MR calls for the valve operators,
three personssitting in another room, to come to the reactor shop. When theyget there they
will be verbally informed which valves that shall be closed. At least two of them will go to a
room above the damaged GDH, where the valves are situated.The door to the valve room is
locked, so they need to get the key from the MR. In that room they will have direct contact
to the RO in the control room. In the valve room there are 40-44 valves to be closed. That will
take about 30 minutes. To keep the water balance calculations show that it is necessary to close
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at least 20 of them.

There are written instructions for these types of accident sequences, but they are in a bad
shape andnot used by thepersonnel They regard the instructions asa book which they study
for their monthly examine.

23 ANALYSIS

Thedescription above ismade into a logical structure using event treemodelling (figure 2).
The event tree covers both the interactions between man and machine and the dependencies
between different manual operations. Done with the logical structure we look for what kind
of behaviour (cognitWe modelling) that is needed for the specific operation. That gives us a
field for the probabilities. The probabilities, which are taken from ref. 2 and ref. 3, are:

1. Skilled-based:

2. Rule-based:

3. Knowledge-based:

Probability 10"* -10*^
Probability 10*^ -10'*
Probability 10"® -10®

To get a more precise value, eveiy operation has to be examined in detail. For this part
checklistslike the one shown in figure3 were used. The checklist rates the conditions for the
operator to carryout the operation correctly. Bygoingthrougheverything that has any impact
on the conditions of the operation, the result will be a list of things that could improve the
conditions for the operation. After filling out the checklist it will be possible to get a more
accurate probability for failure. The quantification and the remarks in the checklist wUl then
point at the mostefficient stepsto take for improving safety. After using the checklist, a linear
approximation is used to get a probability, where the highest rate corresponds to the lowest
probability in that specific field of probability. The probabilities are shown below.

Table 1

EVENT OPERATION TYPE PROB.

V33M3 DSS identifies and decides to close the valves. 3 0.06

V33M4 Communicate the right valves. 1 0.0003

V33M5 RO correct the mistake made by DSS. 3 0.05*

V33M6 Valve operator closes the right valves. 2 0.003

V33M7 Control room correct mistake from valve operator. 1 (0.1 - 1.0) 0.4

* For the event V33MSwe assume that there is a dependent relation to what has happened before that
event Therefore the event V33MS is judged to have the probability 0.1.

Given these probabilities the result of the quantification was that the total probability for
failing to close 20 valves is 0.013 per demand. In the part of results and conclusions the
remarks in the checklist will be further discussed.

RESULTS AND CONCLUSIONS FOR THE PILOTCASE

The results from the analysisare both a probability (0.013 per demand) for the failing to close
at least 20 valves and a number of suggestions for decreasing that probability, that is to
enhance safety.

n

n



3.1 SUGGESTIONS FOR ENHANCING SAFETY

pq

The first issue is that the instructions are in a bad shape. The attitude among the personnel
in the control room is that the instructions are onlyused for studyingfor the examinations, and
th^ do not use them in an emergency. So there is no practice in using written instructions

^ during an accident sequence. A recommendation is that the instructions should be rewritten
and put in order. Then it shouldbe investigated if there should be a policy about following the
written instructions during an accident sequence. In the swedish plants it is "forbidden" to

m follow one's memory insteadof usingwritten instructions in an accident situation.A few other
issues were noticed;

-The deputy shift supervisor goes for simulator training every 3-4 years in a simulator that
is not an exact nodel of the INPP. A long term goal for the plant should be to give the
operators a more frequent and accurate training for emergency situations.

-There should be an extended discussion if it is really possibleto reach or to be in the valve
room during LOCA-circumstances.

^-.y 32 QUESTIONS TO INVESTIGATE FURTHER

-Has this operation, closing valves in accident situation, ever been practised ? Practising it
should point out any bad parts in the operation.

-Knowing that there are examinations every month for the deputy shift supervisor - is there
a training program for therestof thecontrol room operators andistheresome sortof training
for the whole team together ?

-It seems to be a bit troublesome to first have the DSS to taUc to MR about closing the valves
and then MR haveto callfor the valve operators. Theyhaveto run down to the reactorshop
and from there to the valve room, where th^ are in contact with the RO.

^ 4. GENERAL CONCLUSIONS

The mainconclusion from the pilotcase analysis is that the methodiseasyand effective to use,
m and also acceptable and understandable for the staff at the plant

^ REFERENCES

1.Peter Jacobsson and Per Holmgren. "Human Interactions Analysis V3.3", BPR(93)6. (1993)

2. A.D. Swain and H.E. Guttman. "Handbook of Human Reliability Analysis with Emphasis
on Nuclear Power Plant Applications", NUREG/CR-1278, US NRG. (August 1983).

m 3. Systematic Human Action Reliability Procedure (SHARP), EPRINP-3583, Project2170-3,
Interim report. (June 1984)

^ 4. Instructions from theIgnalina Nuclear Power Plant.

5. Guidelines for ConductingHuman Reliability Analysis in Probabilistic Safety Assessment,
IAEA Document.
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HUMAN ERROR MODEL DEVELOPMENT FOR
SAVANNAH RIVER SITE NONREACTOR FAOLmES

R. E. Vail,^ S. A. Eide,^ H. C. Benhardt,^ J. E. Held,^
and L. M. Olsen^

^Westinghouse Savannah River ^Los Alamos Technical
Company Associates, Inc.

1991 S. Centennial Avenue P.O. Box 51688
Building 1 Idaho Falls, ID 83405
Aiken, SC 29803

INTRODUCTION

As part ofan overaD effort to improve safety analysis methods for the Savannah
River Site (SRS) nonreactor nuclear facilities, a comprehensive human reliability
analysis (HRA) methodology has been developed. The HRA methodology covers a
wide variety ofhuman errors that may exist in risk analyses ofthe nonreactor nuclear
facilities. Such risk analyses are an integral part of safety analysis reports (SARs) at
the SRS, forming the basis for severe accident analysis and assisting in the
identification ofsafety classes for equipment. Nonreactor nuclear facilities at the SRS
include nuclear fuel fabrication andreprocessing, nuclear waste processing, andnuclear
waste storage and disposal.

The SRS HRA methodology improvement included both adaptation of existing
human error models and updating ofselected models with SRS-specific data onactual
human errors. The data were obtained mainly from four existing SRS data bases: 1)
Fuel Processing, 2) Fuel Fabrication, 3) Waste Management, and 4) Reactors. These
four are partofthe Risk Analysis Methodology (RAM) Fault Tree data banks and the
Reactor data bank. Events in these data banks are obtained from a wide variety of
sources, including operator log books, occurrence reports, safety newsletters, and
others.

Development of the SRS HRA methodology involved a six-step process:

1. Generation of a comprehensive list of human errors applicable to the SRS
nonreactor nuclear facilities

2. Adaptation of existing HRA models

3. Collection of SRS-specific human error data
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4. Updating of SRS HRA models, using SRS-specific data

5. Independent peer review of the final SRS HRA models

6. Documentation of the methodology.

The first four steps are discussed in the remainder of this paper. Conclusions
concerning the overall project are also presented.

UST OF REPRESENTATIVE SRS HUMAN ERRORS

Risk models of SRS nonreactor nuclear facilities may include initiating event fault
trees, event trees, and/or fault trees for event tree top events. These models contain
a wide variety of himian errors firom many different types of facilities. A
comprehensive SRS HRA methodology must cover most, if not all, ofthese t^es of
human errors. Also, this methodology should apply to future nuclear facilities or
facility changes at the SRS. The comprehensive list of SRS himian errors was
developed withboth goals in mind.

An initial list of representative human errors was generated using three basic
inputs:

1. Review of existing SRS nonreactor SARs to identify human error events in risk
models

2. Review of typical human errors being modeled in ongoing SAR upgrade efforts

3. Limited review of actual human errors listed in the RAM Fault Tree data banks
(1991 - 1993).

Implicit in the first two inputs is a review ofapplicable SRS procedures. Given these
inputs, a list ofapproximately 25 representative human errors was generated. This list
was expanded to the final 34events when concerns associated with completeness and
applicability to future facilities were addressed. The final list of 34 human errors is
presented in Table 1. The list includes typical events such as miscah^bration, failure to
respond to an alarm, misdiagnosis, and selection of incorrect controls. Also, forwaste
management facilities there areevents associated with manual fire suppression, forklift
and crane operations, and transportation.

ADAPTATION OF HRA MODELS

Given the 34 representative hiraian error events in Table 1, an applicable human
error model and quantification methodology was desired for each. To accomplish this,
a limited survey of HRA practices at other Department of Energy (DOE) sites was
conducted. Results of the survey indicated that the Technique for Human Error Rate
Prediction (THERP)^ and Accident Sequence Evaluation Program (ASEP)^
methodologies were most widely used. Also some limited use has been made of
INTENT^ and Human Cognitive Reliability (HCR).^

Model adaptation for the 34 SRS human errors involved choosing one of these
fourmodels (or othersasappropriate) foreacherror,identifying the influencing factors
that resuh in different human error probabilities, developing a representative set of

' \



073 - 15
Table 1. Representative human error events.

^ Basic

Failure to notice/respond to an alarm/annunciator/other
compelling signal

^ Failure toverify status ofinstrument in control
room

Failure to verify status of instrument outside
control room

^ Error in selecting or operating a control in control room
Error in selecting or operating a control outside

control room

^ Conununication error
Failure of supervisor/checker authorization/verification
Inconea reading/recording of data

Complex
Miscalibration

Failure to restore following test
Failure to restore following maintenance

m Failure of administrative control

Diagnosis error
Failure to lock out

^ Chemical addition/elution error
Transfer error (transfer liquid to incorrect tank)
Overfilling of tank
Failure of visual inspection

r* Laboratory analysis error
Failure to verify parameter with calculation
Incorrea labelin^tagging

^ Failure of manualfire detection
Failure of fire suppression by occupant
Failure of fire suppression non-occupant
Random actuation/shutdown of system
Failure of accident recovery over hours or days
Vehicle collision with stationary object
Singlevehicle accidentduring transportation

A Vehicle collision with another moving vehicle
Droppingof load when using forklift
Puncturing of load with forklift forks
Dropping of load when usinghoist/crane
Impactof hoist/crane withstationary object
Excavation errors

three probabilities (low, medium, and high) to cover these influencing factors, and
provi(ing guidance for deciding which value is appropriate for the application in
question. Results of this process for five of the 34 SRS human errors are presented
in Table 2. The generic himian error probabilities presented in the table reflect
SRS practices, where appropriate, but do not reflect actual SRS experience.

Calculation of the three probabilities for each himian error depended on the
model used. In some cases the three human error probabilities came directly from
tables associated with a model. In others, some representative influencing factors or
recovery factors had to be specified to obtain the probabilities. Each of the three
probabilities is meant to be a mean value for a specific application. The three
values are not meant to be different percentiles of a common distribution.
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COLLECTION OF SRS-SPECIFIC HUMAN ERROR DATA

Human error data at the SRSwere collected byperforming searcheson the RAM
Fault Tree data banks or the Reactor data bank to determine the numbers of events
and by interviewing operations personnel toestimate the numbers ofopportumties for
such errors. Results are summarized in Table 2 for selected human errors. Based on
the interviews with operations personnel, the actual numbers ofevents may be as high
as twice that reported in the data banks. This underreporting is mainly the result of
differing requirements for the data banks compared with this project. Also, the
estimates for numbers of opportunities were estimated to have an uncertainty range
of plus or minus fifty percent.

The SRS-specific data were notused directly to obtain human errorprobabilities.
Rather, the data were used in a Bayesian update process as explained in the following
section.

UPDATING OF SRS GENERIC HRA MODELS

The SRS-specific human error data were used to update the HRA models and
error probabilities shown in Table 2. As an example, for the failure to lock out
(second entry in Table 2), the SRS data indicate 53 such events in92,718 lockout plans.
Not enough events with detailed descriptions were identified to try to determine the
impact ofinfluence factors on the human failure probabilities. However, the SRS data
were used in a Bayesian update process, using themediimi generic estimate asa prior,
assuming a beta distribution for the prior and anerror factor often. The magmtude
of the change in the generic estimate caused by the Bayesian update (a factor of ten
increase) was also applied tothe low and high generic failure probabilities. The results
were then rounded to 1, 3, or 5 times the appropriate power of ten.

For some of the human errors, the SRS-specific data were detailed enough to
apply the Bayesian update to all three of the probabilities (low, medium, and high).
An example is the dropping of a load when using a crane or hoist (fifth entry in
Table 2). In these cases, the data provided information to adjust the effects of
influencing factors. However, for most of the human error probabilities, the SRS-
spedfic data were not detailed enough to determine whether Ae spread between the
three probabilities was appropriate; i.e., whether the impact ofthe influencing factors
was appropriate. In such cases, however, the data were still used to determine the
impact (change caused by the Bayesian update) on the mediimi value.

CONCLUSIONS

The SRS HRA model development has resulted in a set of three human error
probabilities for each of the 34 representative human errors. In addition,
approximately one-half ofthe probabilities were modified based on SRS-specific data.
This site-specific data collection was important, because the data resulted in up to a
factor of twenty change in the generic model results. However, most of the SRS-
specific data agreed well with the generic model results. The data collection was not,
in general, det^ed enough to discern impacts of influence factors on the probabilities.
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BENCHMARKING AN AUTOMATED HUMAN ERROR ANALYSIS TECHNIQUE

James R. Wilson, Priya Cloutier, Steve Fogarty

Westinghouse Idaho Nuclear, Inc.
Box 4000, MS-3212
Idaho Falls, Idaho
83403

BACKGROUND

Problems have been experienced using THERP* (Technique for Human Error Rate
Prediction), one of the more popular procedures used to quantify human reliability.
Results can be in error ifTHERP is utilized by an analyst who has not had formal training
in both human factors and THERP.

T^ problem was demonstrated in 'benchmarking exercises* performed by the
Commission of the European Communities,^ using THERP. The exercises consisted of
sev«al teams of analysts indq)endently modeling reactor Mures due tohuman error. The
results using THERP varied by almost four magnitudes from team to team. (This variance
may be due to a lack of certified THERP training).

The need for asimpler technique for human reliability analysis was recognized by the
Nuclear Regulatory Commission (NRQ years ago. Their request was for a simpler
technique to provide estimates ofhuman error probabilities (HEPs) for the analyst with no
human factors training. Hence, a new technique was developed as part of the NRC's
Accident Sequence Evaluation l^ogram (ASEP).^

The ASEP procedure consists ofa set of questions the analyst must answer to model
an event. In 1989, Westinghouse Idaho Nuclear Company Inc. (WINCO) computerized
ASEP.

WINCO-ASEP

The Idaho Chemical Processing Plant (ICPP) at the Idaho National Engineering Lab
(INEL) ne^ Idaho Falls, Idaho, handles and conditions spent nuclear fuel in a human
fiu^tors environment similar to an industrial processing plant. Only small amounts ofstored
enei^ are present in the process, limiting post-accident mitigation needs to primarily
passive filtration. Almost no time stress exists: the main post-accident operation is
evacuation. For this reason, the WINCO-ASEP emphasized pre-accident tasks, defined
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as "routine andcorrective maintenance, calibration, surveillance tests andrestoration (e.g.,
returning to operational status)". This pre-accident methodology has also been applied to
the routine operational tasks (e.g., no high stress) encountered at the ICPP fiacility. Pre-
accident tasks involve primarily rule-based behavior, and response time is goierally not a
factor.

During a PRA (Probabilistic Risk Assessment) in which the computerized version of
ASEP was being used, the issue came up ofproving that WINCO-ASEP always presented
results which were defensible, that is, more conservative, than THERP. That was the
motivation for this study.

Intheory, ASEP always produces numbers that are conservative compared toTHERP.
This is because ASEP always assumes errors of commission and errors of omission.
FurAer, ASEP does not take credit for all recovery factors that may affect how a plant is
stabilized from an accident state. However, nonconservative results were discovered.

Upon closer examination, it was discovered that these nonconservative results were
not software or methodology problems, but the analyst misunderstanding the application
of ASEP. This prompted a search for those concepts needing further attention in the
training manual in order to avoid this misapplication.

INDEPENDENT BENCHMARKING

Five Department of Energy (DOE) contractors (WINCO, EG&G Idaho, Hanford,
Sandia National Lab and Idaho State University) participated in this benchmarking exercise.
This study was double-pronged: To assure that theoretically ASEP was always more
conservative than THERP, and when in practice, THERP was more conservative,
determine the cause. These findings were used to update the user manual to minimize
miss^lication in the future.

TYPES OF ERRORS

In exercising the WINCO-ASEP, the following notes were made: H

1) Since the WINCO-ASEP involves pre-accident tasks, post-accident tasks should
be avoided. For example, ifan alarm is present, ASEP assumes a negligible HEP. ^
Also, when using THERP as a check, avoid the post-accident tables.

2) Some of the analysts used incomplete HRA (Human Reliability Analysis) event
trees to analyze the pre-accident tasks. Where the fiilly developed tree would have
had failure paths branching offfrom asuccess branch fi.e., the operator could get into
trouble after the initial success), this inadequate development resulted in a
nonconservative analysis.

3) Some discrepancies resulted from incomplete system understanding. This was not ^
so much the fault ofthe analyst, but an incomplete specification ofthe scenario (some
of the scenarios were "manufactured", and too much system background was
assumed).

4) ASEP assumes operator involvement in the initial error. For examine, an operator «
may be doing an operation that sounds an alarm upon his error. Convo^ly, tiie
system may have a component fault that pushes it outside some alarm point. The
analyst must decide ifthe alarm is arecovery factor for an operator error, or an alert ^

n



073 - 21to the operator ofa system error. For the first event, the WINCO-ASEP correctly
evaluates both the operator error and the alarm. ASEP should not be appUed to the
second task.

5) ASEP assumes all operators and supervisors in a task areassessed at once. For
example, if an operator and checker are involved in a task, only one ASEP HEP is
generated. Nonconservatism results ifASEP is used to generate a separate "checker
HEP" to multiply with the "operator HEP".

6) Because the WINCO-ASEP is simplified, credit could not always be taken for all
^ the recovery factors in a sc^iano. This caused many different scenarios to have the

same basic description and HEP, frustrating the analysts using the code. The user
needs to realize this is one ofthe prices paid for the simplicity.

7) Series and parallel were sometimes confused. For example, redundant pumps are
in parallel for system operability, but in series for leakage scenarios.

8) The supervisor was sometimes given too much credit In order to credit the
supervisor, he must function much like a checker, being able to monitor all critical

^ actions taken by the operator. For example, no credit can be taken for a supervisor
signature if the supervisor was not present to observe the critical action.

^ These observations should be fairly obvious to a person trained in HRA. However,
since ASEP is designed for the nonHRA user,* these basic issues must be spelled out prior
to use of the code.

RECOMMENDATIONS AND CONCLUSIONS

Based on this exercise, the following changes were made to the users manual for the
WINCO-ASEP at the ICPP:

m

1) Use only on pre-accident tasks. Also, ensure that the task developed by ASEP
involves the initial curator error and all personnel immediately involved with that

p-» task.

2) Additional examples of the use of HRA event trees are included to help the analyst
be thorough.

3) Additional hints on system walkdowns and interviewing (talkthroughs) are given
^ to the analyst to ensure complete system understanding.

4) T̂he user is warned about the tendency of ASEP to coalesce many scenarios into
a limited subset (i.e., limiting the analyst's desire to express the complexity ofthe
scenario).

' ASEP is not endorsed for anonHRA user working alone. HRA expertise is assumed to be available to the
nraHRA usct. Hopefully, being sensitized to the pitfalls derived by this study, the nonHRA user may know
when to call upon the expert.



073 - 22 addition to helping us discover and formulate these changes, this benchmarking
exercise demonstrated that WINCO-ASEP does indeed yield defensible results, when used
properly.
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ASSESSMENT OF DEPENDENCE OF HUMAN ERRORS IN TEST AND

MAINTENANCE ACnVITIES

^ Lasse Reiman

Fiimish Centre for Radiation and Nuclear Safety (STUBC)

INTRODUCTION

When analyzing the behaviour and error possibilities ofNPP personnel main attention
has often been focused on the operating crew in the main control room. This is justified,
taldng into account their central role in managing accidents. Their chances of succeeding
might be worse, however, ifthere are latent equipment faults at the plant as aconsequence
of test andmaintenance activities. Inseveral studies it has been shown that test and msiin-
ten^ce errors made by personnel working outside the control room have comprised a
noticeable percentage of all human errors.

The aim of this study has been to evaluate human errors which take place in
conn^on with regular test and maintenance activities. Errors that are specifically studied
are of a type that have a possibility to go unnoticed (latent) at least until the next regular
test or the next refuelling shutdown.

The dependence of errors between tasks performed in redundant subsystems of a
safety system is the most important issue when the safety significance of human errors
related to test and maintenance activities at NPPs is considered. Dependence between
errors has been studied in psychological tests that are not related to nuclear applications.
A clear indication of a learning process is presented by Kay (1951) who stated that
persons learned to repeat the errors that they had performed. The results ofthis study were
attempted to be verified in another study reported by Holding (1970). The hypothesis of
error learning received limited support.

Spettell (1986) presents results of a laboratory experiment using small-scale
sunulators the purpose of which was to validate the MSF model and to examine the
relationship between psychological and behavioral characteristics of individuals and their
performance. In the experiment students especially trained for the tasks were used. In
general, the results of the test showed that there was convergent evidence that dependent
sequential errors do occur. The results also indicated that there were relatively stable
individual differences in the performance of the tasks.

Lucas (1987) describes an analysis of dependent failures in order to identify their
major psychological root causes. A classification scheme of human failures was first
devised for the study. The first stage of classification is based on the three levels of
human performance proposed by Rasmussen. Whenever feasible, more specific categories
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of error were devised for each of these first stage classes. The database of the study
consisted of53dependent and 36independent enors from LERs and periodic maintenance
reports prepared for the NRC. Each ofthese human errors was classified using the devised ^
classification scheme. There were no differences between events classed as dependent and
those identified as independent in terms of the distribution of different types of human
error. The highest proportion of failures occurred at the skill-based level (49,4 %of all ^
events). The next most frequent category were errors at the knowledge-based level (16,9 ^
%). Errors at the rule-based level occurred in 10.1 %of the events. In the second stage
classification of skill-based behaviour the dominating class was omissions (63,6 %).

Hie method most often used to assess dependence presented in Handbook (Swain &
Guttman, 1983) is oriented towards operator actions in control room and is, as such, not
suitable for assessing dependence during test and maintenance activities. The Multiple ^
Sequential Failure method (Samanta et. al., 1985) is mathematically more advanced but it
does not give any guidance for the evaluation ofthe dependence factor in practice.

Li this study the dependence oftest and maintenance errors was assessed in two waysr
(1) by reviewing the operating experiences at Finnish NPPs, and (2) by an expert
judgment exercise. When using expert judgment methods, special attention has to be paid
to the point that the experts have the prerequisites for making the judgments required.
Hierefore it is often better to use methods that do not presuppose a direct quantification
of human error probabilities. The starting-point in the study was that experts are only
asked to make comparisons between error probabilities. Also practical limitations have to n
be taken into account. This includes the number of experts available and the nature of
their expertise. Based on a critical review of methods, Paired Comparisons and Ranking
methods were chosen for this study. p

ASSESSMENT OF DEPENDENCE BASED ON OPERATING EXPERIENCES

As the operating experiences gained at the Finnish NPPs were analyzed, all the
quarterly ref^rts published by the regulatory body were reviewed from the beginning of
1982. AttOTtion was focused on those cases that included ahuman error in testing, repairor preventive maintenance or an equipment left in awrong state after these activiti^. Also
corresponding incident reports by the utility were reviewed in these cases. Only a small
number of dependent errors were found. Although the number of cases is small, the
incident reports are detailed enough to permit a detailed study of these cases. To review
the different dependence models, the dependent errors were classified on the basis of the ^
time be^een successive tasks in redundant subsystems. The time between tasks was
divided in six classes. Table 1 these classes and the number of casffs in p-ach class are
presented. n

As it is evident that only a fraction of all human errors in test and maintenance
activities have been reported to STUK, the database cannot be used for quantification
purposes. However, the results can be used to qualitatively review the basis of the "
dependence models of Swain. These models are more useful when evaluating dependence
in control room activities. The models cannot be used to assess test and maintenance
activities because the time limit proposed in the models is too restricting. In seven cases ^
the dependent error occurred in spite of both time and spatial separation of the tasks in
redundant subsystems. An important finding is that a large part of dependent errors is
related to modifications of the plant. These failures cannot be identified in PSAs and, thus, H
comprise an additional risk for the plant

In the next phase of the study the data provided in the failure reports ofone Finnish
utility were reviewed. The data collection systems at Rnnish NPPs are well developed and H
provide good possibilities for this kind of work. The utility provided a list of all failure



Table 1.

Class Time difference The number of cases

1 < 5 min' 3

2 5-30 min 3

3 30-60 min 2

4 1-8 h 0

5 >8h 4

r»i

reports in which the cause of the failure was related to either operating or maintenance
personnel performance or to procedures. The list covcred the whole operating history of
the plant. The information received from the utility was used to identify human errors that
may have affected different subsystems of a system.

A starting-point in the identification was to look for dependencies only inside
systenis (between subsystems) to simplify the identification procedure. In a preliminary
selection phase candidates for dependent failures were chosen based on equipment codes,
times and dates ofthe starting ofthe work and codes for the cause(s) of the failures. The
final flection of dependent failures was in most cases based on qualitative description of
the failure and on remedial action. It turned out that the qualitative descriptions offailures
were rather complete in the database and, thus, the identification could be done reliably.
In addition to dependent failures, all omission errors and errors of a type "mistakes among
alternatives" were identified. This information was used also as a basis for the selection
of cases for the Paired Comparisons case study.

From the database 33 dependent human errors were identified in the first phase. In the
second phase of the identification, a list of dependent errors was delivered to the utility,
where experts from different maintenance areas made an assessment of the causes of
errors and their nature. Hien all the identified cases were discussed by the author and
representatives from the maintenance department. Based on this review seven of the
candidate cases could be excluded from the final list. The identified dependent error cases
were classified using a simplified form of the scheme presented by Lucas (1987). The
results of the classification are presented inTable 2.The number ofdependent failures is
only a small fraction of all the failures analyzed.

The design errors were errors made by other than test and maintenance personnel of
the plant and were therefore separated from other cases. They were made partly in the
origmal design phase and partly indesigning modifications of the plant. Also in the class
"omissions" two cases were related to the returning of equipment into correct state after
a modification. If only errors made by the plant personnel are examined, 80 % of
dependent errors have taken place at the skill—based level. Dependent errors at the
knowledge—based level occurred in 15 % of the cases. The results have been used also to
estimate the dependence factor for the abovementioned types oferrors using the moment
method.

An attempt was also made to identify errors in those independent tests or inspections
that should have prevented dependent errors from occurring. This identification usually
had to be based usually only on assumptions about inspections that should have taken
place. In 10 cases it was assumed that such a connected error must have taken place.
However, there are large uncertainties in this identification. In five cases they were related
to deficient quality control and in three cases to plant start-up inspections after refuelling
maintenance. General quality assurance deficiencies were found in two cases.
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Table 2, Classification of identified dependent failures

Class Number of cases
Skill-based errors

• mistakes among alternatives 3

• omission 7

• carelessness 6

Rule-based errors 1

Knowledge-based errors 3

Design errors 6

The results of the study indicate that dependent human failures occur at NPPs but
their contribution to the total amount of failures is minor. On the other hand, their safety
significance may be notable once they occur. The results indicate that there is not a clear
timely trend in the amount of dependent human errors per year. The information in the
database is not detailed enough to evaluate, which factors have, in each case, contributed
to the dependence. Therefore, the results cannot be used to evaluate the causes of
dependent errors.

The great percentage of skill-based errors and the relatively large amount of
connected failures point out that increased attention should be paid to the motivation of
m^tenance and inspection staff so that the likelihood of dependent errors would be
minimized. Increased attention should be paid to work procedures and work permits to
avoid omissions in routine tasks.

PAIRED COMPARISONS EXERaSE

the other part of the study the dependence of selected test and maintenance n
activitiw at Finnish NPPs was studied using expert judgment methods. A detailed i
qualitative analysis was done concerning 12 cases and detailed descriptions of the cases
were prepared. The factors that contribute to thedependence of errors were identified and
described. Photographs were taken at the plant to be able tofurther demonstrate the cases
to experts. Six experts were selected for theexercise from the Furnish Technical Research
Centre (VTT) and the regulatory body (STUK). ^

ITiree tasks were given to the experts. Task A was an assessment of the human error
probabilities ofthe 12 test and maintenance actions using the Paired Comparisons method.
Task Bwas an assessment of the dependence of human errors in the same cases, also
using the Paired Comparisons method. Task Cwas an assessment of the dependence of
human errors using the Ranking method. The Paired Comparisons method was modified
in task Bso that the experts were asked to explain the arguments of every judgment. The n
purpose ofthis modification was to quarantee acareful consideration ofevery comparison
and to make it possible to study afterwards the experts' reasonings.

The cases were so arranged that in every comparison neither of the cases were the H
same as in the previous comparison. The purpose of this arrangement was to make the '
comparisons as independent as possible. All experts performed the tasks and the compari
sons in the same sequence. n

In paired comparison judgments, the experts may exhibit internal inconsistencies that
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are shown as circular triads. The consistency of an expert is determined using "the
coefficient ofconsistency" by David (1963). Statistical tests of the calculated coefficients
showed that they were all significant at 1 %confidence level. The internal consistencies
ofthe judgments were analyzed also by examining the correlation of the results of tasks
B and C for each expert using the Spearman rank correlation coefficient. Also these
correlation coefficients showed that the judgments were internally consistent. The
coefficient of concordance was used to measure to what extent there was agreement
between the experts' judgments. The between-expert agreement of the results of the whole
group (aU experts) was statistically significant at 5 %confidence level in tasks Aand B.
In ^k Cthe agreement was worse. The coefficient of concordance was calculated, in
addition to the group of all experts, for some smaller sub-groups. Smaller groups were
established using two principles: on one hand based on the organization that the experts
came from and, on the other, on their field of expertise.

By ex^ining the quantitative results one can notice that the between-expert
agreement in tasks Aand Cwas better in the expert group representing the regulatory
orgai^tion than the research organization. In task B the results were comparable.
Considering the other two subgroups one can further notice that in all tasks the between
ex^rtagreement was better in the quite heterogenous group "others" than in the group of
reliability engineers. The arguments that different experts had presented were studied to
find explanations for these findings.

On the basis of the results it ispossible to assess the sources ofcorrelation between
experts and wmpare the results with the findings of Meyer and Booker (1987). In
accordance with Meyer and Booker, the basic education of experts obviously was not an
important source of correlation. The latest working experiences seemed to have some
effect on the judgments. Another factor, that is not mentioned by Meyer and Booker, is
the values and attitudes prevailing in the organization, i.e. cultural factors: These factors
have a tendency to unify the judgments of experts from an organization where astrong
culture exists. It can be hypothesized that the general attitude in the regulatory
organi^tion concerning the importance of procedures and their high quality had an effect
on the judgments made by STUICs experts. The results thus point out that the background
characteristics of the experts, especially the cultural factors of their organization, may be
a source of correlation between the experts.

As concerns the quantitative results of the study, the scale values were calculated
using a procedure described by Seaver and StillweU (1983), which is based on condition
C of Torgerson (1958). Calibration was done based on the fact that for small base error
rates the dependence factor is close to the conditional human error probability of the
second sequential t^k. The quantitative results of tasks A and B were found to be
sensible to the cahbration points used. The dependence factors for typical test and
maintenance activities were found to lie between 0,15 and 0,25. The estimation of the
dependence fa^or using the moment method based on an analysis of the failure reports of
one Finnish utility supported the assumptions used in the calibration of the results.

As aconclusion of the exercise it can be noted that the within-expert consistency was
rather good and the between expert agreement was also statistically significant in two out
of three tasks. The cases could be reasonably well separated from each other. The
modification of the method in task Bmade it possible toobtain information which is also
qualitatively useful and which can be used to develop administrative and technical
procedure at the power plants. All the results of the study indicate that the experts were
well motivated and made careful judgments.
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IMPACTS OF VARIOUS ENERGY SYSTEMS FROM SEVERE ACCIDENTS:
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Switzerland

BASIC DEFINITIONS, METHODOLOGICAL ISSUES, AND INDICATORS

Basic Definitions

It is already agreed that the potential for severe accidents exists for most energy
systems - fossil, nuclear andrenewables-at various stages of theirfuel cycle. The main issues
associated with the comparative risk assessment of health and environment from severe
accidents of different energysystems andfuelcycles can be summarized as follows:

i) The consequences of severe accidents in isolation are not agood base forrisk con^arison.
The likelihood (or probability) of occurrence should also be considered into the overall
comparative assessment process. It is difficult toassess andcompare thefrequency of such
accidents, because suchdataare not systematically collected.
ii) The lack of methods, infoimation anddataconcerning theindirect anddelayed health
effects or long term environmental impacts from severe accidents associatedwith different
energy generation systems is recognized. Assessment results are often limited to
immediate/acute health effects, which make a complete comparison difficiilt.
iii)Therc isa need tore-think die current mediods ofpresenting the results ofcomparative risk
assessment for severe accidents from different energy sources, so as to ensure that all
elements ofrisks areincluded. Itmay notbeappropriate inallcases topresent thecomparison
results on a normalized perunitofenergy basis. Alternative andcomplementary indicators of
comparison may need to be developed.
iv)Variations in technologies and possible future technological developments of different
energy systems generatesspecialproblems to be solvedin the comparative risk assftsgment
process for severe accidents.

Consideration ofenergy sources is restricted in this paper to those systems which lead
toelectricity production. After they were a^eedand defined &e boundaries ofthe systems
delineated in order to allow an equitable risk type comparison. The distinction between
'severe'and otheraccidents is somewhat arbitrary. Otherstudies in the literature are directed
to comparative risk assessments in normal operation. An important point is that when
comp^ons are being made between different energy systems the risks from both normal
oper^on and 'severe' accidents have to be considered together. In therecent intematioanl
practice threegroups of energy sources for the generation of electricity areconsidered: fossil
fuel, nuclear and renffwahl#" or»H
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to accommodate additional energy sources if such sources became significant contributors to
electdciQr generation. According with some already agreed definitions, one can summarize:

Definition 1: An undesiredevent is considered as severe accident if has the potential to
cause any of the following: i) ten or more deaths or serious injuries; ii) evacuation of more
than 200 people; iii) a ban on consumption oflocally productfood or drinking water; iv)
the enforced clean-up of morethan 25oflandor water, v) theenforced clean-up of more
tiian 10 km of shorelme or river; vi) a direct economic loss of more than 10 niillion dollars.

As an aide to decisionmakingit is helpful to evolve a set of performanceindicators in
order to make conq)arative assessments. It is important to recognize that not all aspiects of
severe accident analysisare amenable to quantification. There will always be a need to retain
some qualitative inputs to conq)arative assessment and the dec^on making process, niainly in
the field ofenvironmental impacts.

Definition 2: Ene^ systems comparative risk assessment is an interdisciplinary field of
knowledge of engineering, environmental, health, economics and social sciences, focusing
on identifying indicators, dat^ information, knowledge and a consistent methodological
framework in order to (objectively) compare various type of risks (e.g. health,
environmental, economic) in view to assist and implement (in thedecision making process
anditspolitical congroence), a rational and"risk acceptable" energy - environmratal policy.

Care must be taken in using data from a 'severe' accidents database or any other
source as an input into a comparative riskassessment study. Thedataavailable usually have
orvarying degrees of depth, quality and usefulness. Some data will be of immediate
qyplication, e.g. the number of miners killed in a mine disaster. Other datawill be purely
indicative (e.g. the number offish were killed). This will require fiother investigation before
being cs^able of bdng used in a con^arative riskassessment

Remark 1: Acquisition of data on severe accidents: a high quality database will only be
constituted if those re^nsible for maintaining the database play an active part in seeking out
data and followingiq> in detail all rq>orts of severeaccidents.

Methodological Issues

Remark 2: Themain methodological issue in conducting a conq)arative riskassessment for
severe accidents isconsistency mthe definition ofthe boundaries of the energy systems and
the indicators used asa measure ofrisk. In theory, there is a potential fora severe accident to
occur ateach stage ofanenergy chain. Inreality, the operation ofonly a few technologies can
result in a severe accident

Practical considerations say thatonly the primary technologies shouldbe included
within theboundaries setup(e.g. the process ofmanufacturing solar cells forphoto-voltaic
system would be include^ not the process involved in the manufacture of the metal
conq)onents used in the constmction).

Remark 3: Limits in time, space, and risk should be placed in a equitable way between
raergy systems. In some cases assumptions in comparative risk assessment can be to
allow for estimates ofimpacts to be n^e for 10 000 years into the future; inother cases the
assessment is notdone due to lack of information. A detectable impact is not necessarily
significant .The determination of ide minimis or trivial risk level is necessary; below this
level the impacts would not be considered.

For health indicators the de minimis level suggestedwas the individual risk ofdeath
of 10-'7 to 10"6 in a small group. For a large population potentially exposed to different
sources ofrisk die level covoed be set a factor of ten lower. For environmental indicators the
de minimis level could be set as background levels before the accident or if the data is
known, thelevel below which no harm occurs. These levels would besetona site specific
and/or risk acceptable basis.



Indicators

The indicators that are used in the assessment of severe accidents should be the same
as those used to quantify the impacts of normal operation of the technologies. They can be
classifiedas: health impacts, environmental in:q>acts, economicwapacts, sodal factors.

Health indicators are mainly mortality and morbidity. Methodologies exist for
economically value such impacts. Mortality can bereported in terms ofimm^Uate death or
delayed effec^^ulting indeath, (such asfatal cancers occurring after a latent period); one
measureof this is YearsOf Life Lost, (YOLL). Morbidity is measuredin number of injuries;
for the generalpublic/ workers theseeffectscan be reportedas numbers of injuries. Quality
Adjust^ Life Year (QALY) or for the working population only as Working Days Lost
(WDL).

Environmentalindicatorsfor effects of severe accidentsproves difficult; area of land,
number of species and concentration in the receptor medium, (e.g air, water and soil) are
clearly defined, but the information is not always available. When they are available, these
indicators can be economically valued. Non-quantifiable impacts such as loss of quality,
dis^bance of the ecosystem and genetic deterioration should also be considered for
enviionmetal impacts. Th^ are difGcidt to measure and may not be obvious atthe time ofdie
accident One suggestion is to quantify an incremental changefrom the base line level before
the accident has occurred.

Economic impacts includes the group of consequences in severe accidents that can
onlybe measured in monetary terms.(e.g. theclean-up anddecommissioning costs, the costs
ofdie evacuation ofthe population surrounding the area ofthe accident).

The social impact of severe accidents has been documented as important.- This
categoiy falls into the group of indicators that are iiiq»ortant to consi^r in ^e overall
comparativeanalysis but may not be possible to quantify in the same manner as the other
consequences (e.g. the risk aversion factor, psychological intact on thepopulation).

Remark 4: For the case of electricity generation, the reporting of the indicators should be
normalized to the amount of electricity generated. If thisis notapplicable a commonground
must be found. The common denomination ofcost can be used when normaliz^ per unit
energy produced, (e.g GW(e)a).

Hme andSpaceDimensions: Forconq>arison purposes it is important for the time and
space (local, regional, global) ofoccurrence to be taken into account There are difficulties in
setting very rigid definitions for these dimensions. The two dimensions oftime and space that
require fmtherdiscussion in terms of severe accidents areshort term andregional Theie are
many cases whm the short term impacts can be on the order of a few hours. It is considered
inq)ortant to indicatea distinction between a fewthousand people evacuated for a few hours
anda fewpeople evacuated fora fewmonths, l^thin the short termcategory a sub-category
of impacts or a hourlybasisshouldbe established. For regional effects an important factor
will be the impacts resulting as a consequence of crossing national borders. An indication of
this in reporting the results willprove useful in llieanalysisof Ae information.

THE SOURCE OF DATA AND USE OF DATABASES

A databasefor conq)arative risk assesment (nomialopoation and severe accidents) to
assess and compare the frequency of the health and environmental effects of such
event^accidents iscurrentiy under development ofa number ofUN and other intematioanl
organizations. Health effects in casesof severe accidents aregenerally onlyrqported in terms
of immediate fatalities, immediate injuries and details of evacuation whenlarge numbersof
people are involved. The ultimate long term environmental effects are difficult to assess.
Because of the single occasionor very infrequentexposureof ecosystems to releases from
severe accid^ts, itmay be difficult to establish ifthe ^ect is irreversible orwhe^er recovery
mav be taking nlace. This is not to 55av th?»t Hnta not
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known to exist, other data will have beencollectedby authorities not directly concernedor
connected with the accident i.e., medical records, environmental health monitoring
authorities, agricultural and fishery departments, waterauthorities etc. The mainproblem is
thatdatahas notbeencollected andanalyzed in a systematic manner with a view tousing it in
the context of dealing with the comparative aspects of severe accidents. It should be
recognized that there arc two broad categories of data, those which are based on historical
(actiM) occunences and those based on pi^ctions oflikely fiiture events. Itisinq)ortant that
^ta based on historical events isnot compared directly with those based on predictions. The
quality and quantity of thedata available on the heal& and environmental effects of severe
accidentsfrom different energy sources varies significandy. Generallyit can be said that the
greaterthe impact of a severeaccident then,at leastin recenttimes the data improves in both
quality and quantity. However, there is stillthemajorproblem that aU thedatarelevant to any
particularaccident is never collectedtogether and systematically analyzedwithrrference to the
accident

The Application of Data

The areas of application of a specialized database on the health and environmental
effects of severe accidents are: as an input to comparative risk assessment studies ofdifferent
energy systems; as a source of informationon health, environmental impact assessmentand
the true cost of severe accidents; as a data sourcefor developing countries, i.e to provide a
yardstick by which to compare with their own activities at any stage ofa particul^ energy
sourcefuel cycle; as a data source for themitigation effects due to theresponse of thevarious
authorities who have responsibility of dealing with the post-accident stages of a severe
accident; as a means ofcon^arison with predictive studies carried out on the same or similar
types of installation; as a factual means of convincinggovernments, agencies, utilities that
pr^cted, v^ unlikely severe accidents can and do occur.

Requirements of a Comparative Risk Assessment (severe accidents) Database

A prime consideration in defining the broad requirements of a comparative risk
assessment (severe accident) databaseis that the numberof input fields should be restrictedto
those field which have a high probability of being provided with use^ information. The
essential requirements ofadatabase inthe context ofsevere accident are as follows:

Observation 1: the database should relate specifically to severe accidents from theprime
sources of energy

Whilst it is notedthat a proposed database for the health andenvironmental impacts
from normal (routine) operating conditions and continuousdischarges is to be limited to
energy sources which are used in the generation of electricity it is suggested that severe
acci&nt data iscollected on allmajor energy sources.It should benoted however that when
using information from sources such as co^ oil or gas that itw^Oi be necessary to adjust tiie
datato takeaccount of theproportion ofthatenergy source used forelectrical generation.

Observation 2: the database should include information on severe accidents which occur
throughout the entire fuel cycle of the differentenergy sources.

The various stagesof thefuelcycleinclude extraction, transport, processing, storage,
conversion and waste disposaL It shouldbe recognizedtiiat some fixel cycles will not include
all of the above stages andalso that some fuelcyclestageswiU nothavethepotential for the
type of severe accidents defined earlier.

Oiiservation 3: the database should clearlydistinguishbetweeninfonnation
which is factual from that which is basedon predictiveassunq)tion.

Observation4: the database should include details ofhealth andenvironmental inqmcts.

In order to have access to all the relevantcategories of risk it will be necessary to
present and treat the various tvne!? of health anH pr»virr»nTr»#»ntoi

F-*
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Observation 5: the database should give reference to the source of information.

Only enough information should be shown on the database to enable the original
source(s) of data to be identified. Past experience has demonstrated tihat databases become
unwieldy if attempts aremadeto holdmorethanjust an adequate reference as information.

^ Observation 6: theuncertainties in dataandestunation should be reported.

It is recognized that in many cases the uncertainties may be difficult to identify or
quantifybut wheretheyarereported theymust be included.

Components and Contents of the Database

^ There are several approaches for the establishment of a structure to accommodate the
general requirements of the database. The following parameters and or data element are
presented as a preliminary structure firamewoik in older to be consistent withtheproposed

m database fordatafrom routine (normal) operating conditions androutine emissions: country,
regio^ energy source, energy system, application, fiiel cycle step, tec^ology, essential
technical characteristics, fuel / input material characteristics, operational phase.Tliese
components are the same as those proposed in general for the routine (normal) operation
conditions database. Adescription of theaccident canbe given in a series of sub-fields. These
sub-fields coidd beorganized tocover the matoial involved and itsproperties, the quantity of
matoial, was it toxic, flammable, e}q)losive, cryogenic etc? iffire was involv^what was the

^ type of fire-pool, jet etc? if an e^losion occurred was it confined, semi-confined,
unconfined. Othersub-fields would indicate physical aspects of the effects of the accident
such as extent of building damage,window breakage, crater size etc. The fields for this

^ section could be chosen after consi^ration ofthe eSfects of a range of accidents from the
different energy organizations.

i

Health mipactdata: most accident reporting will includedetails of.the number of
^ instantaneous deatiis, severe injuries and numb^ ofpersons evacuated. The fields here would

contain data on the agreed indicators.

^ Enviro^ental impact data: for a number of reasons the information on the
raviroimiental impact ofsevere accidents will be slo^hy tosay the leastMuch ofitwill only
beavailablesome time after the accident Fields inthe database should include the following:
nature of the major pollutants (i.e. gaseous, liquid, particulate); enviroimiental media
affected; possible nature of impact (i.e., short-medium-long term); nature of principal
receptors; details of any assessment of environmental impact; det^s of any observed
enviroimiental impact (i.e., dead fish, discloused vegetation, water concentration

^ measuronents etc.)

Sources of Data

A number of datab^s which contain information relative to the consequences of
severe accidents already existThese include OFDA - the computerized database run by the
Office of Foreign Disaster Assistance, U.S. Agency for International Development,

^ MHIDAS, (Major Accident Incident Data Service), UK Health and Safety Executive (this
contains details ofover 5000 severe accident involving hazardous materials). Veritec (1990)
WOAD - World Offshore Accident Datatonk Statistical Report - Veritas Offshore Technology
and Services, Hovik, Norway. Other sources ofdata include incident reports collected by

^ insurance organizations (e.g.Swiss Re-Insurance Co., Marsh and McKellan Ltd, Browning
Risk Assessment). Newspaper accounts, should not be discounted as a major source of
information. Most photographs of the early stages of severe accidents originate from

^ newspaper sources and r^orters files often contain material not subsequendy reported. It
should stressed that serious acquisition of goodreliabledata on severeaccidentswiU. not
be obtained by waiting passively for organizations to report them. A high quality severe
accident database will only result if those responsible for maintaining the database play a very
active part in seeking outdataandfollowing up in detail all r^orts of severe accidents. It is
essential, that once a arHHpnt hac »»nnK»To/i ,
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database, that data collection for that accident does not cease. Accident investigations, public
enquiries and long term environmental studies can take many months^ears to complete,(i.e.
investigations into the consequences ofthe Chernobyl incident which will carry on for years
to come). For the purpose ofcarrying out a comparative risk assessment ofdifferent energy
sourcesit is essentialthat the risks from severeaccidents are not consideredin isolationform
those incurred during routine operations. There will always be a need to retain some
qualitative inpute tocomparative asse^ment and the decision making process, especially in
the field ofenvironmental impacts. It isessential that those carrying out a con:q)arative risk
assessment recognize this factor. It is recommended that further work should be carried out in
order toquantify some ofthe more in^ortant factors which can only currentiy betreated in a
qualitative mpner. Most ofthe current health and environmental inq>act data isrelated to the
effects ofra^oactive materials and that there exists adisproportionate amount ofdata relative
to that relative to non-nuclear energy sources. A comparative risk assessment should take
account of the dimensions of ^ace and time. Whilst it is acknowledged that there will be
difQculties in settingrigid definitionsfor these dimensions it is recommendedthat definitions
should attempted and clearly indicated. One of the main uses of severe accident
iiiformation would betoprovide aninput when carrying outcomparative risk assessments of
different energy sources result both from severe accidents and routine operations. The
databaseson the health and environmental impacts from severe accidents and from routine
operations cannot be regarded as separate entities. Inmany cases they will overlap and strong
interlinking of the two should beconsidered. It will be necessary to ensure thatdata from -
different sources, (e^ecially for different countries), are information based on the same
criteria. Before the final details of a database are established, a number of case studies of r%
suitable severe accidents should bestudied inorder toassist determining the final form of the
methodology and database.

n

HEIES DATABASE

TTie jointInter-agency (CECyiBRD/IAEA/OECD-NEA/OPEC/IIASA/WMO/ESCAP/
UNIDO) project on databases andmethodologies for comparative assessment of different
energy sources forelectricity generation (DECADES) administrated byIAEA (International
Atomic Energy Agency) aims towards providing information and tools to decision makers
and raergy analysts for enhancing their c^abilities for comprehensive comparative assesment
of different energy chains for electricity generation, normal and accidental situations,
incorporating health and environmental issues inthe plaiming and decision making process. A
computer package (DECPAQ gives access to the DECADES databases which include h
numOTcal values, textual information (witii hyper-text), and pictorial information (e.g.
graphics, schematics and photographs). Three main reference databases are currentiy inwork:

- RTDB (The Reference Technology Data Base) which contains generic data on technical,
economic and emission parameters ofenergy chains (fossH, nuclear, renewables);
- TOXDB (Toxicology Data Base) provides dose effect relationships andcoefficients for
selected toxic emissions and releases from fuel chains descriebed in theRTDB;
- HEIES (Health, EnvironmentaUiiipacts,Energy Systems) provides indicators for normal
and severe accidents of health and environmental impacts of different power plants and
fuel chain facilities referring to literature surveys, results from case studies or measurements. ^

HEIES isdesigned to give essentially site specific information, related toa given area
where the facility is located. HEIES includes numericaldata, textual and visual information
and extensive references to the sources ofinformation and is defeated to comparative risk
assessemnt studies for electricity generation systems.

REFERENCES P
I *** "Comparative Assessment ofdie Healtii and Environmet Impacts ofVarious Energy
Systems fromSevoe Accidents ",Working Material, IAEA, Vienna, Austria, 1993 n

n
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CONSIDERATION OF PROBABILISTIC SAFETY OBJECTIVES
IN OECD/NEA MEMBER COUNTRIES.

Mag^el P. Versteeg^

Nuclear Safety Inspectorate
Ministry of Social Affairs & Employment
P.O. Box 90804

2509 LV The Hague
^ The Nethnlands

INTRODUCTION

rr Since it has been recognized that PSA's produce numbos which can be used as a yardstick in
; safety decisions, a lot of effort has been put m the development of probalnlistic safety criteria (PSC).

Almost eveiy member country of the Nuclear Energy Agency (NEA) of the Organization for
Economic Cooperation and Development (OECD) uses PSC, m one way or another, for the safety
assessment of nuclear power plants. For instance, these might be dose fimits for antidpated occupa
tional occurrences and designbasis accidents with implicit or ea^lidt frequency considerations of these
incidents, or PSC related to the probability of loss of core intqgrity. A large variety different PSC

^ can be recognizcd in these OECD member countries. The chmce of the PSQ thdr applicalnlity, and
Aether or not these PSC are used in a formal and/or legal way, is dependent on the politick and
regulatory situation. In some countries PSC are used in a formal way, \idiile in other countries these
are only informally used. The spectrum of utilisation includes the use as design requirements and the
use as a regulatory and licensing tool by the authorides.

These PSC can be grouped according to the addressed level of consequence. The following
PSC groups can be recognized:
- PSC relating to the reliability of a particular safetysystem/function (level-0 PSQ,

PSC relating to the probability of lossof mtegrity of the reactor-core ^evel-l PSC),
PSC relating to the probability or magnitude of a large radioactive release (level-2 PSC),

^ - PSC relating to pubUc health effects (level-3 PSC).

The PSC related to public health risks can be dividedinto twoparts:
PSC referring to early or late mortaHty risk,

n - PSC relating to reco^ dose.

p-1

(

In tables [1 - 4] an overview is ^ven of the various PSC as appliedto nuclear powerplants in
the OECD membCT countries. However, one should be careful v^en conqtaring amilar PSC with each
other, because boundaiy conditions and definition of terms mi^ be different In Reference 1
complementaiy general i^ormation can befound onthe use ofPSC inOECD member countries.

') The author is chainnan ofa task foice on 'Uie use ofquantitative safety guidelines' within Principal Woridng Group S(on
risk assessment)of the Committeeon the Safetyof NuclearInstallations (CSNI)of the Nudear Eoei{yAgency (OECD).
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The PSC related to mortality risk is not restricted to the nuclear industries alone. In some
countries these PSC are applied as wellin other hazardousindustries.

Table1. Probabilistic Safety Objecdves/ Criteria on the Safety System/ Function Level
(Level - 0 PSC) and on the Core Integrity Level (Level -1 PSC).

PSC

Country

Safety Function/ System
failure probabilityPSC =
Level - 0 PSC (/demand)

Safety Systems (general)

Reactivity control
Shut down 1 (control rod)
Shut down 2 (liquid poison)

Core Cooling Capadty at power

Emergency Core CoolingSystons

Containment Isolation System

Containment Heat Removal

System

Containment Spray System

AuxiliaryFeedwater Supply

Rapid depressurization
(e.g.ADS)

Core damage/ melt frequency
Level -1 PSC (^ar)

New' Nuclear Power Plants
formal

informal

Existing Nuclear Power Plants
formal

informal

Can.

< Iff®
< Iff®

< Iff®

< Iff®

< Iff^

< Iff®

Fml.

< 10-®

< Iff^

<5.1ff®

< 10"*

< Iff*

Italy Spain® Neth.* UK= USA®

<10-®

< 10-*

<10r®
<10-'

<lff®
< Iff* <10-*

<lff* < 10-*

^ Compliance with 90^ peioenttle has to be shown.

^ InfonnaUy, core melt frequencies larger than ICT*/ year require a more detailed analysis and/ or some design and
operational modtficattons.

Regulatoiy statement

^ The maximum credit given for a safety function perfomed by redundant safety systems is10^/ demand due tocommon
cause failures.

^ Semi-ofTtdal policy statement US-NRC

') ForThe Netherlands and the UK, the headings new and existing nuclear power plants referalsoto the objective and
limit value of the PSC

n

n
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n Table 2. Probabilistic Safety Objectives/ Criteria on the Large Release/ Source Term Level
(Level - 2 PSC).

Country Hnland France Italy Neth. Sweden UK USA

Large Release
(Frequency)/ Source
Term (Frequency)
PSC. (Level - 2 PSC)

Unacceptable <0.1% <0.1%

consequences and of core of core

Source Terms. invent, invent

excL excl

iodines iodine

. I and and

N.G. N.G.

/Mi Frequencies of Large <10^/y <5% of

A

1

<10*/y <iff®/y
Releases or for core for limit for

unacceptable unaccept melt large Source

n
consequences. conseq. freq. release Term of

if Source = dose lO^TBq
Term equivaL Il31
contains of 5 Sv and/ or

>0.1% to the 200 TBq
iodine most Cs,37or
and Cs. exposed equivaL

person

<io-^/y
objective

1^

F1\

TMPES OF PSC

The PSC considered in the OECD/NEA member countries are:

a) System level PSC - Reliability of important safety systems or fimctions, usually defined in
terms of tolerable unreliability (unavailability) per demand. Established PSC of this type refer to
essential functions like reactor shut-down, emergency core cooling system, and the containment
systems (the systems safeguarding the containment function under accident conditions). See table 1.

b) Level-1 - Loss of core integrity, usually defined in terms of a probability limit per unit time
(year) for reaching a downgraded core condition.This is mostlyunderstood as severe damage of the
fuel and its cladding or as a total melt down of the f^l and consequent breach of the primaiy circuit
boundary. See table L

c) Level-2 - Radioactivity release limits as PSC appear in two distinct forms. One is the Farmer
type criterion \^ch defines a release magnitude vs. frequency limit over the whole posable range of
releases, the other sets a maximum tolerable frequent for a so called "large release" - a term which
needs to be defined if it is to be used (Source Term). See table Z

d) Level-3 Dose/firequen^ PSC specify the tolerable probability per unit time for which g^ven
dose levels might be exceeded (or vice versa). A common variant of tUs criterion is the limitation of
doses for specified plant conditions impUdtly probabilistic in nature (anticipated operational
occurrences, incidents and design basis accidents). Especially these type of I^C are broadly used in
the OECD member countries in the area of operational occurrences and design basis accidents. In this
case the probabilistic aspect is implicitly ^ven by the class of incidents/ accidents the PSC applies to.
See table 4. *
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e) Level-3 - Individual risk of early and/or late fatalities spedfies the probability of death of a
member of the public (either average or most exposed) per year due to all releases. Early fatalities can
result onlyfrom the consequences of very severeaccidents and can occur only the vicinity of the site.
See table 3.

f) Level-3 - Societal or group risk is mostly used in conjunction with severe acctdenL It might be
specified by the probability per year of deathof any spedfied number or percentage of the public. See
table 3. Another approa(^ is a limit value for the collective dose for operational occurrences and
design basisaccidents (See table4; remarks regarding Canada).

Table 3. Probabilistic Safety Objectives/ Criteria on the Public Health Level (Level - 3 PSC).

Country

Public Health

Level PSC

(Level - 3 PSC)

Netherlands United Kingdom USA

Individual Risk

Prompt fatalities

Late fatalities

10^/ylimk value &
lO^yy de minimis value;
both early and late
fatalities.

Applicable to all
ha^dous industries.

10^/ylimit for old NPP
and any other hazardous
industrial plant
10®/y limit for newNPP.
lO'̂ /y = objective for
both old &. new;
10^/y limitfor all NPP's
together. Both early and
late fatalities.

The risk to the average
individual in the vicinity
of the plant within a
radius of 10 miles

should not exceed 0.1%

of the sum of prompt
fatality risks due to
odier causes. (<5.10"'/y)
= Objective.

Societal Risk

Prompt fatalities

Late fatalities

CQDF charact. by.
<10^/y for a 10early
fafaltrifts

<10-'/yfor a 100
earfy fatalities and
<10^/yfor s 1000
earfy fatalities.
De minttnig value 2
decades lower in

frequency scale.
Applicable to all
hazardous industries.

Societal risk is covered by
the level 2 PSC and the

dose criteria [Ref. 3]. In an
earlier version of an policy
paper of the Health &
Safety Executive [Ret 4]
a PSC for the totd nudear

industry was given:
< l(T*/y for about 100
imme^tc or eventual
fatalities due to all
NPP's together.

The risk to population
near the plW should
not exceed 0.1% of the
sum of cancer fatahty
risks resulting from ^
other causes.

(<Z10r^/y)
=> Objective.

SOME REMARKS ON PROBABILISTIC SAFETY CRTTERU ON THE PUBUC HEALTH LEVEL;
ESPECLULLY ON APPUCATION TO THE NON-NUCLEAR INDUSTRIES.

In some countries, like the Netherlands and the U.K., the usage of PSC on the public health
level is not only restricted to nuclear activities, but is also applied to other potential hazardous
industries and activities. See References 3 and 4 for a further discussion on the UJC. level-3 PSC. In
the Netherlands, also the public health risks originating from the transportation sector is evaluated by
means of probabilistic ri^ assessments and probabilistic safety criteria. Public health risks from
possible airplane crashes in the wdnity of a major airports, or from a crash of a rail tank car
containing hazardous materials on a railway shunting-yard, or from an accident related to the
transportation of dangerous materials via inland waterways are currentiy a big issue. Several studies
indicate that the risk levels in this non-industrial sector are cignifiranr higher than those in the
industrial sector. See reference 5 for a further discussion on the Dutch PSC

Because large economical interests are involved, there is in the Netherlands verymuch
discussion on the actualapplicability of societal riskcriteria. Therefore, pressure is put on to

n
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Table 4. Frequency-dose design objectives for accidental conditions including design basis
accidents.

Coimtiy Frequen(^ range of
occurrence (yr"')

Dose limit (whole
body) (mSv^vent)

Remarks

\

Belgium category 1
category 2
category 3

0.5

5

S20

implicit frequency definition
category 1: Loss of Ofi&ite Power
category 2: e.g., Small LOCA, Steam
Generator Tube Rupture, Uncontrolled
Rod AssemblyWithdraw^, Rupture of
Gaseous or Liquid Waste Tank,
category 3: e.g., Large LOCA, Steam
Lme Break Accident, Rupture of
Feedwater Line Outside Containment.

Canada 3.10-' - 3.10-*
<3ja*

5

250

In placesince1972. 3.1ff' - 3.1ff*
applies to single failures (process
systems). For this frequency band also
ttiayimnin total population dose limit's
are formulated: 100 man-Sv^ whole
body dose. For the design base area
<3.10"* a population dose limitof
10* man-Sv/year applies.

n
> 10*®
10*® - 10^
10® - 10-*
lir* - lo-®
< Iff®

OS

5

30

100

250 Under trial use since 1980

Vi Tulii 1^1
W9H8

IHnland Design Basis Accidents
Severe Accidents

5

£20

Implidt frequency definition
Assumed that the released source term

cont2uns £ 0.1% core content of Cs or
equivalent.

N

France Iff®-Iff*
Iff* -10-®

5

150

Onlyused as guideline values

FRG Design Basis Accidents 50 Implidt frequency definition

Italy > Iff®
Iff® - Iff*
< 10"*

5

100

100

guideline values
additional as target/ trend: 5 mSv/event
for all DBAs.

/•>) Japan Design Basis Accidents
Siting Evaluation
Accidents

5

250

Implicit frequency definition

Spain as USA as USA

Sweden Severe Accidents Controlled by level • 2 PSC; implicit
frequency definition

Switzerl. 1 -Iff®
Iff® - 10-*
Iff* - 10"®

0.2

1

100

NetherL

111

0.4

4

40

UX Iff®
Iff®
Iff*

0.1-1

1-10

10-100

Assessment reference levels (design
targets)

USA Design Basis Accidents 250
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add some flexibility to the concept of using societal risk criteria as a yardstick for licensing, siting and ; |
housing developments. Espedally, the area around a major airport where elevated risk levels are
identified, is in the order of 2500 km^ Cities, as well as the main international airport want to expand ~
in this area. Ergo, a lot of problems and discussions. However, for the time being these criteria remain
in force. '

On the other hand, it has been recognized, that a societal risk criterion described by a
Complementary Cumulative Probability/Density Function (CCDF) of the number of prompt fatalities p
might not be adequate enough to solely being used as a yardstick for sodetal disniption. Due to I i
discussions in the parliament, addition^ level-3 PSC are being developed to judge the potential
contamination of large areas ofland in case ofsevere nuclear reactor accidents. ^

t

SOME OBSERVATIONS

In general, the nuclear regulatory requirements in most of the surveyed member countries are
deterministic, aided to limited extent by probabilistic ones. The most commonly used probabilistic —
requirements/rules refer to cut-off values for the consideration of initiating events espedally of external
ori^ and to the categorization of plant states for design considerations. ^

With regard to specific PSC, in general the firequenc^ values set for them by different
countries fall into a relatively narrow range, however the similarity may be more apparent than real
due to possible differences in definitions, PSA scope, models and data bases used and calculational
procedures employed.

The rationale given for the selection of uniform numerical values of PSC was very general,
qualitative and based on a judgement of what is considered a tolerable or negligible risk. In the survey
made, no spedfic reasoning could be revealed.

Because of the large uncertainties in PSA results, particularly if they refer to risks at the ^
public health level, many countries found it advisable to defi^ PSC as targets and not as acceptance /
criteria. In two countries, the UJC. and the Netherlands, limit values and objectives respectively de
"linimic values are formulated as PSC on the public health level In both countries these higher level
PSC are used for regulating other activitiesand/or mdustries as welL

In the USA the PSC for individual mortality risk refers to an average individual in the vicinity
of the plant, vdiilst the Netherlands and the UJC. refer to the most exposed person.

A too stringent application of PSC, without the consideration of other than safety issues, might
be counterproductive.

PSC are often of a political nature, and therefore often vaguely phrased. In order to show
compliance with PSC, both PSA and PSC should be consistent m the definition of terms, boundary
conditions, assumptions being made, etc. See further Reference 2 for a further discussion on the ^
necessaiy compatibility between PSC and the associated PSAs to be used for showii^ compliance mth
these PSC

n
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introduction

Industrial development is essential to the improvement of

TbSffit isXn adversely affected by emissionsK^^SSSrftadustrial wastes. Accidental releases of tosc materials can have .
disastrous effects onboth health and theenvuomnent

The UN-Inter-Agency Programme on the assessment and management of-he^th andindustrial systems aims atpromotmg and

tramfer of knowledge and experience amongst countries mAe applicatum of thprocedotes and in the in^lementation ofan integr^approach to nsk management
The oroeramme is bdmg jointly undertaken by four UN orgmiMtions: Unit^

^S'pS^ttiSto GWS>SScas^f the' UN- Inter-Agency Programme «
inter-idated wifli tfie following areas ofactwities:

n The oreoaration and dissemination of methods and guidelines relevmt to &e
SntAoratnl healSi ^d environmental risk assessment s^ely and managemrait AProcedureoK&lSctlsST^ed(in draft) as weU asamanual for to cIass,ficatK,n andprioritization ofrides for large industrial areas and energy production systems;

rTnterTLAIR'i and Other software packages have been developed within this projwt A
SS^d^^lofSS^models forrisk assessment and maM^ii»nt of air ^
manual for the above decision support system.
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iii) Support to national case studies. A number of member states affiliated with the
programme have requested that they be represented within the Inter-Agency Project with
specific case studies of in^ortance to their nationaleconomies.

iv) Training at national and regional levels with the main objectives being to transfere
knowledge and building capabilitiesin participating countries.

The UN organizations sponsoring this programme have been involved for several
years in activities tiiat aim at environmental and health risk assessment and management,
prevention of majoraccidents andemergency prqparedness. Basedon the experience within ^
this Inter-Agency Project, a number of case studes are in different stages of finaUzation.
Specific aspects relat^ to risk assessment and management in a given area, highlighted
different subjects related to complex problematique of integrated risk assessment and
management ofindustrial systems. 'p

I '

First the paper introduces the guiding principles for developing inte^ated
environmental and health risk and safety management studies in a large region as applied to r*.
all case studies reviewed in the present work.

Part one of this paper presents the find of a joint lAEAAJNIDO mission and
introduces recommendations onthe environmental and health situation for the area ofCopsa H
Mica (Romania); Carbosin Chemical Plant and Sometra Non-Fezrous Metal Plant

Part two is a report on the assessment and management of health and environmental ^
risks from industrial systems in the North Bohemiaarea in tiie former Czechoslovakia; this
study was developed by VUPEK-Praguefollowing generalprocedural guidelines of the UN-
Inter-Agency Project ^

Part three introduces woik done in the areaof Zagreb (Croatia) for assessingdifferent
types of industrial risks (normal operation and accidental situations) in the town and its
surroudings. New concepts are presented for tt^ use of GIS (Geographical Ii^rmation _
Systems) in the area for better documenting health and environment risk assessment and
s^etymanagement actions.

GUIDING PRINCIPLES FOR RISK ASSESSMENT: '
A BASE FOR COMPARATIVE ANALYSIS AND EVALUATION ~

i3)
The UN - Inter-Agency Programme on Risk Assessment and Management of Large

Industrial Areas and Energy Generation Systems (UNEP /WHO /IAEA/ UNIDO) brings
together expertise inhealth, the environment, indus^ and energy. The purpose ofthe Inter- ^
Agen^ Progranmie is todevelop a broad approach to the identification, prioritization and
minimization ofinq>ortant industrkl hazards inagiv^ area.

Programme Activities: The following tasks for the programme axe identified: ^

i) preparation and publication of a Procedural Guide to Risk Assessment and
Management;

ii) nine to twelve nationalcase studiesto test and demonstrate methodologies and thus
contribute to the preparation of the Procedural Guide and to develop practical plans for
risk management within the areas convened ( emphasis was placed on the need to improve
communication with policy-makers and the public);

iii) development of databases, models andotheranalytical techniques; evaluation and
publicationof informationand techniques considered to havewider applicaticm;

iv) active promotionof the area-wide approach to risk assessmentand management
with emphasis on professional training.

n
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\ Case Studies activities related to the Prograimne have taken place in all the
countries concerned. Not all have qualified as case stu(Ues for the programme in terms of
initial criteria set Reports are now available for the studies in North Bohemia (Czech

^ Republic), Copsa Mica (Romania), Zagreb (Croatia) - countries witii economies intransition,
and for Kooragang Island Area (Austr^), and Rotterdam region (The Nethrerlands).

m Databases, analytical techniques and computer codes have been developed for risk
assessment and management of air and surface waste pollution in large industrial complexes.
HER/^IS health. Environment, Risk Assessment and Management ofIndustrial/Energy
Systems) has been developed by the Programme as apilot softw^ package incoiporating aU

^ the products ofthe Inter-Agency Programme todate, including the Procedural Guide and the
avaUable case study reports, in computer-useableform.

HERAMIS is a knowledge and decision support system ^d includes both
' \ databases and hyper-text form, and decision and modelling systems (e.g. risk prioritization

and classsification in an industrial area, effect of radionuclides released from accidental
situation on the health of the different population groups at risk).

The integrated risk assessment approach: all health and environmental risks
within an area should be systematically identified, analyzed and assessed in such a way that
rational choices could be made about which risks should be reduced, weighing the soci^ and
economic costs of such risks, the benefits of risk reduction and associated costs and
formulating the basis ofan inte^ed environmental and safely management

The integrated risk management approach: all options of risk management
Vocational, preventative, mitigating, protective and institutional) should be explored in a
holistic way and used complementanly so that the resources committed in the safety
managementprocessare optimized. Themethods and techniques of integrated environmental
risk assessment and management are best applied to geogr^hical areas that accommodate a
number of industrial and related activities of a hazardous and/or polluting nature, also being

^ _ areas of significance in terms ofsocial and economic devdlopments. The case may also be
~ that serious risks to people and the environmentalready exist in a particular area and that

decisions have tobemade about the prioritization ofthe risks to be i^uced, consistent with
available resources.

Targets for risk are firstiy, the people living in the study area under consideration.
Very young and old people and people with di£ferentallergies and illnesses may be much

m more sensitive to certain contaminants than the generalpubUc; people outsidethe study area
may also be at risk, due to transportation of contaminants throughthe air, by waterwaysor
by contamination of agricultural products. Secondlythe ecological systems in the study area
or within the influence sphere of the study area may be at risk. The extermination of one or

^ two speciesmay disrupt a wholeecological foodchm. Tlurdlyeconomic resources can be at
risk. An accident at any industrial installationcan destroy many othersin its neighbourhood.
Add emissions may destroy forests, fisheries, historicalbuildingsand monuments; pollution

p may have significanteconomicconsequences to the touristindustryof an area.

CASE STUDIES: EASTERN EUROPE - ECONOMIES IN TRANSITION

Copsa Mica - Romania

Copsa Mica is located in the valley of the Timava Mare river which fiows in an
approximately east to west direction. Two other streams, the Valea Viilor and the Visa run
into the river at Copsa Mica. Settiements exist in the valleys of these streams., Valea Viilor
and Motis in one, Agribiciu and Seica Mare in the other. In addition, the area has many
streams and rivers and small population centers surrounding Copsa Mica. The Romanian
Government Commission (1991) reports that the area affected by pollution due to industrial
activities in the area extends fiom Dumbraveni to Blaj, a distance of about 50 km. This
polluted area is quoted as being 180 750 hectares. Some 200 000 people are considered as
being ai^ected, with 75 000 living in the hieh dilution area.
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The main activities in the region were forestry and agriculture until discovery of ^
natural gas in the 1930's when industrialization begin. The Sometra Gead, zinc) and the
Carbosin (carbon black) plants were installed in the 1930's. The two plants locat^ in this ^
area grew in ofeconomic importance to the country.

After the Second World War, succesive governments placed high priority on
production, whereasafter the 1970's theGovernment did notkeepup with the environmental
technology developmed in the rest of the world Even tiie most essential repairs were not
carried out

At the request of the Government of Romania an UN- Inter-Agency team of ^
international experts undertook in May 1991 an independent investigation of the
environmental and publichealthsituation in the CopsaMicaarea.

The main conclusions are:
/ i

- The environmental situationin the CopsaMica area is considered an environmental -
disaster, which requires immediate action by the Government and the international ^
community. The levels of pollution of air, water, ground water and soil well exceed all '
international and Romanian standards.

-The existingenvironmental degradation andlevelsofpollution constitute a majorrisk
to public health in the area. The main pollutants of concern are lead, cadmium and sulpur
dioxide. The risk of a major accident with the release of ammonia, which could kill or affect ~
hundreds ofpeople, is high.

- The conditions of theCarbosin andtheSometra plants areveiy poor,fromthepoint
of view of maintenance, operation, safety and environment This has resulted in the release
of large quantities of toxic substances and the heavy contamination of the area. The H
technology used by both plants is similar to that adopted by other countries and if properly
operated and maintained it ^ould not cause suchpollution.

The main strategyfor theGovernment should be to reducethe risks to thepopulation r«
and the environment to an accq)tablelevelby appropiate short and long term measures.

Among the practical recommendations are: alternative food supplies and information j
to the population atout the hazardsof eatinglocallygrownvegetables; conditional measures
for the local drinking water supply ifthe levels ofle^ and cad^um are too hi^ repair and
rehabilitation ofthe Sometra and Carbosin plants; responsability of&e ministries ofWustiy ^
and Environemnt; environmental legislation; inspection and monitoring; further studies.

North Bohemia Area - Czech Republic

The case study did not aim to be an exhaustive environmental risk study of the
region. The work was done by czech specialists in co-operation with the French research
center CEPN (modelling tools- the immision model CALCONC and the Batex model on ^
accidents consequences). The area has 7 820 km^ and the resident population isalmost 1.2
million inhabitants-average population density 153 inhabitants / km?.

Input data for the risk assessment models and their calculations were partially
updated from the data obtained from The Northern Bohemian Brown Coal Union and from
the data collection performed in 1990. Continuous emmisions calculations included: air
pollutants routinely emitted from smokestacks, tailpipes, and fugitive emisisons from vents,
open burning etc; water pollutants discharged to surface water from outfall pipes, routine
overflow from waste ponds or lagoons, and non-point sources such as run-off urban
roadways; emissionsto ground waterfromlandfill leachate percolation from surface ponds
and lagoons, leakage frcm pipelines, and discluuges from injectionwells.

Continuousemissions leadto exposures thatcreatedchronic, long-termrisks. Acute
health effectsmay alsoresult Extended meteorological inversions, lead to acute exposures
and acute effects from rontine emissions:
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The region is characterized by a gradualdecrease of water quality in water-courses.
Nearly all water courses with high flows belong to the third and fourth class of the water
quality (according to the national standards). Assessment of exposure: for the whole
population of the district of Litomerice - the selectedsample of territory in the investigated
area-indicates the collective exposure, respectivelly 0.425x10^ man-ug/m^ for SO2,
0.145x10^ man-ug/m^ for NOx, and 0.78x10^ man-ug/m^ for dust Further work follows
with assistance from Switzerlandand otherdeveloped countries.

Zagreb Area - Croatia

The project was officially introduced at the beginning of 1989; revisions were
formally adopted by the end of 1991 by the Secretariatof the UN - Inter-Agency Project on
Risk Management The expected results of this work are:

i) development of practical methods of risk management and the control of hazardous
events and activities;

ii) improvement of policies in tiie field of protection of human healtii and the
environment;

iii) establishing optimal allocation of funds intended for the reduction of risks to
which thepopulation andtiie environment of theZagreb area areexposed.

The workis foreseen to be realized in fourmainphases mainly: i) establishment of a
hazard- quantities database for theareaof interest; hazardprioritization for various activities
in the study area: ii) health and environmental risk analysis studies: iii) in&a-structure and
organizational safety analysis: iv) formulation and management of an integrated
health/enviroimiental and risk strategy with associated action plan (e.g. safe^ culture
measurement and inqnovements).

Thermain results ofthestudy are th&development andrimplementation ofa specialized
data base for hazard identification andprioritization, risk classification ofvariousinstalations
which exist in the investijgated area, h^th and environmetnal risk assessment and evaluation
due to continuous ermnissions (qpidemiological studies) , introducing elements of safety
culture in theoverall riskassessment andsafety management process for thestudy area.

By developing the model of epidemiological analysis for the City of Zagreb, a
number of inq>act environmental and health indicators were considered. Various effects on
human health of exposure to environmental pollutants considered in the study, can be
summarized as follows: premature death of individuals , severe acute illness or major
disabilities, chronic debilitating disease, minor disability, temporary minor illness,
discomfort, behavioural changes, temporary emotional effects, minor physiological changes.

Different techniques were used to determine such indicators (e.g. "pars-pro-toto*':one
agentis takento be representative for a group ofpollutants, "indexes": pollutants aregrouped
together to combination rulesdepending on toxicity, "effect indicators": an effectcaused by a
pollutant or group ofpollutants is taken to be the situation).

The study is using a complex set of urban environmental risk and impactindicators
which are grouped into: housing concerns, services and employment concerns, ambient
environment concerns and, social and cultural concerns.

HEGIS (Health, Environment Geographical Information System) computerized
information system, which is now cunentiy under development for thecasestudy includes
the following groups of indicators: environmental quality, public health, social conditions,
demographic and social status, health service quality and quality and utili^on.

Thewhole study is framed within thepresent legislation which wasrecentiy adopted
in Croatia.To fiulher develop a con^rehensive healthand environmental risk assessmentand
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i) be aware of theexisting national and international agencies with health and the "
environment as target work and integrate their relevant activities, such as data collection
sources and networiw, GIS development and application, and the need for the development H
of standards,

ii) identify and recommend standards and guidelines specifically appropiate to
HEGIS information system, i

iii) provide accesible training and educational facilities and staffand, ^

iv) create an organizationai network of national focal points and specialized
collaborating centre (e.g. emergency risk center) in the country.

I \
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Introduction/Background

In the late 1980s, a Level 1 internal event probabilistic risk assessment (PRA) was
performed for the High-Flux Be^m Reactor (HFBR), a U. S. Department of Energy
research reactor located at Brookhaven National Laboratory. Prior to the completion of
that study,^ a level 1 PRA for external events was initiated, including environmental
hazards such as fire, internal flooding, etc.

Although this paper provides a brief summary of the risks from environmental hazards,
^ emphasis will be placed on the methodology employed in utilizing industrial event databases

for event frequency determination for the HTOR complex. Since the equipment in the
HFBR is different from that of, say, a commercial nuclear power plant, the current

^ approach isto categorize the industrial events according to the hazard initiators instead of
' categorizing by initiator location. But first a general overview of the analysis.

Approach/Overview

^ The overall HFBR environmental hazards analysis was performed in two steps: spatial
interaction and detailed risk analysis. The first stage largely begins with the identification
of potential environmentalhazardsat a broad level and endswith an extensive list of hazard
scenarios at each location within the complex. These are scenarios that could be potentially
significant to risk and their corresponding worst case impact The results from the spatial
interaction phase of the overall analysis^ identified over one hundred hazard scenarios.

m

1^

m
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These were screened based on their conditional core damage frequency and a number of
these scenarios were retained for a more detailed analysis.

I I

Thedetailed risk analysis stage^ is itself a two-phase process. First, occurrence frequencies
for the retained scenarios were estimated using actual commercial nuclear industry
experience and HFBR specific experience. Theunconditional core damage frequency for
each scenario was determined, and the scenarios were then evaluated for the importance
based on this frequency. Those scenarios that remain were evaluated in further detail in n
the second phase of the analysis by now considering the interactions between the hazards, i
mitigation features and other facility recoveiy actions. This "top-down" approach to risk
assessment minimizes the effort in quantifying the risk associated with unimportant
locations. Therefore, the scenarios that are identified during the spatial interactions analysis
are as comprehensive as possible, and they remain at a manageable number for the ~
subsequent detailed analyses. In practice, experience hasshown that the two stages of the
analysis must be closely coordinated and that they are somewhat iterative. (

Fourteen fire scenarios were retained as a result of this approach; only three flood scenarios
were found to be quantitatively significant This pruning process was based on the .
utilization of generic data collected from a variety of databases.

Database Development/Utilization

A PLG database for fire events^ provided the generic input for the assessment of fire event
frequencies. This database contains summaries ofmore than 400 fire events that occurred
through July 1987 at more than 65 U.S. nuclear power plantsites. These event summaries
were derived from U.S. Nuclear Regulatory Commission (NRC) Licensee Event Report H
(LER) data, American Nuclear Insurer data, and plant-specific data that have been
collected by PLG during previous PRA studies. The internal flooding event frequencies
were derived from a similar PLG database for plant flooding events.^

A thorough review of the industry experience was used to develop a "specialized" generic
database that accountsfor design features of the HFBR and characteristics of the associated
hazard sources. Special effortswere made to categorize fire events that involve equipment
and occupancy unique to the HFBR facility.

The specialized generic database contained only those hazards events that were relevant to *
the HraR for the specific operating conditions being evaluated, and for the specificscope
of the functional impact locations and hazard sources that were considered in this analysis. n
The fire events were categorized into the foUowing fire hazards sources:

Battery-Related Fires
Battery Charger-Related Fires
Control Room-Related Fires

Heating, Ventilating, and Air Conditioning (HVAC)-Related Fires
Human Error-Related Fires
Logic Cabinet-Related Fires ^
Motor Control Center (MCC)- Related Fires y <
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Power and Control Cables-Related Fires
Pumps-Related Fires
Switchgear-Related Fires
Transformer-Related Fires

The fire events were categorized into hazard source types instead of by location of
occurrence. Thisapproach provides a more realistic categorization ofpast events. Werefer
to these fire hazard types as component-based fire hazard sources and to the associated
occurrence frequencies as the component-based fire frequencies.

In previous fire risk analyses, the industrial events were categorized according to the
location of fires regardless of the actual plant component that was involved. Events that
were categorized as auxiliary building fire events usually consisted of pump-related fires,

^ motor generator-related fires, cable fires, and MCC-related fires that occurred in the
auxiliary buildings. Similarly, switchgear room fire events included switchgear fires andany
other fires that occurred inside the switchgear rooms of different nuclear power plants.

m Such an approach assumed that plant-to-plant variability of the content in different plant
areas was low. The applicability of this approach is uncertain to plants that have different
component contents in different plant locations compared to a "generic plant" in the
industrial event database. Since the equipment content in HFBR is different from that of
a generic nuclear power plant, a more rational application of the industrial event database
wasneeded. The approachused categorized industrial events according to the fire initiators
insteadofplant location. For example, a pump-related fire in the auxiliary building of plant
X is categorized as a pump-related &e event, and a cable-initiated fire in the auxiliaiy
building of plant Y is categorized as a cable-related fire event As a result, the fire events

M - included in the HFBR specialized industrial event database were categorized according to
the above component-based fire hazard source categories.

A two-stage Bayesian analysis was performed to combine this industry data with actual
experience at the HFBR. The first stage of this analysis developed a generic frequency
distribution for each hazard source that consistently accounted for the observed site-to-site

js^ variability in the industry experience data. The second stageupdated thisgenericfrequency
to account specifically for the actual historical experience at the HFBR.

rflj' To account properly for the observed site-to-site variabiUty in the industry experience data,
it was necessary to have detailed information about the specific sites at which each event
has occurred; e.g., site X has had N1 fire events of hazard type A in XI years; site Y has
N2 fire events of hazard type A in Y1 years; etc. Unfortunately, some of the industry data
sources that compile hazard event reports do not identify the specific sites at which these
events have occurred.

A probabilistic weighing process was used to consistently account for these unidentified
hazard events within the framework of the first-stage Bayesian analysis. Several hypotheses
were developed for each unidentified event
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The actual number depended on factors such as the observed variability in the identified
plant experience and the actual number ofunidentified events. Each hypothesis can result
in a slightly different allocation of the total number of documented hazard events among ^
the available plant sites. Each allocation is then input to the first-stage Bayesian analysis
to develop a probability distribution that would apply for the hazard frequency if the
corresponding hypothesis were true. Thus, a number of possible generic event frequency ^
distributions were developed that corresponded to the number of hypotheses for the i ,
unidentified events. Each distributionwas assigned a probabilisticweight that accounts for
the likelihood that the corresponding hypothesis is true. The final generic probability ^
distribution for the component-based hazard eventfrequency was obtained bymerging the j
hypothesis distributions in a manner thatpreserves the underlying database uncertainty.

The development and evaluation of these hypotheses added a degree ofcomplexity to the
frequency analysis for some hazards. However, this complexity isjustified by the fact that
most hazard events are quite rare. For many hazards, the entire industry experience ^
database contains fewer than 10 events. This is in contrast to other types of data that are
used in the PRA, such as internal initiating events, component failures, and component
maintenance events, for which hundreds or thousands of individual events may be ^
documented. Thus, a single, unidentified hazard event may represent a relatively large
fraction of the total documented experience base. A consistently conservative assignment
of these events to the worst plants results in cumulative hazard frequencies that do not
represent actual industry experience. On theother hand, simple removal ofthese anomalies ; j
may result infrequencies that aretoo optimistic. Consistent accounting for theunidentified
events inthe hypotheses-based approach provides thebest available generic data, including
the inherent uncertainties in those data.

Because of the lack of available operational data from plants similar to HFBR, the
specialized generic component-based frequency was adjusted according to thesmaller scale
of the HFBR. To account for the difference, an approach was adopted that assumes a
worst case scenario byretaining theupperbound associated with typical nuclear power plant
generic data while reducing the median (50th percentile) to reflect a more realistic model
of the HFBR. Based on the revised parameters, a new value for the lower bound (5th
percentile) is determine. The revised generic prior distributions were then combined with
applicable HFBR plant-specific experience via a Bayesian update to obtain component-
based fire or flood frequencies.

Summaiy/Conclusions
n

The fire events database used in this study sunmiarizes incidents from a variety of sources:
an NRC License Event Report, the American Nuclear Insurer, and plant-specific data
collected fi-om previous PRA studies.^ Over 400 fire events were screened for HFBR-
specific applicability. In this case applicability is determined by the composition of the
HFBR with a typical commercial nuclear power plant.

The result of this screening forms the speciahzed generic database, a sample of which is
shown in Table 1. For each fire event listed, information is included about fire initiator
(equipment or fuel), location, cause, ignition source and type, affected equipment and
comments regarding the applicability of this fire event to the HFBR scenario analyses.

f \



As indicated previously, fourteen fire scenarios were analyzed in depth. Three flood
scenarios were found from the screening process to be quantitatively significant. The total
mean core damage frequency due to environmental hazards was 4.15(10)'̂ per year. The
contribution from internal events is approximately an order of magnitude higher.
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A MODEL FOR FUEL FIRE DURATION

AND APPLICATION TO THE B-IB BOMBER'

Douglas E. Magnoli

Lawrence Livermore National Laboratory
^ P.O. Box 808, L-85

Livermore, CA 94551

INTRODUCTION

A model for determining the duration of a fuel-spill fire wasdeveloped. The scenario is
that a parked fuel-and-weapon-laden system suffers damage that includes a hole in a fuel
tank and that the spilling fuel ignites. Duration of the whole fire is not the focus of Ae
model. What is of interest is duration at a nearby weapon storage point, which may be sig
nificantly remote from the spill location.

^ The model derives duration as a function of several parameters, including the size of
the fuel spill hole, the distance between the spill point and the point of interest, the piount
of fuel available, and the form of the fuel tank that is spilling fuel. The effects of wind and

« of fire-fighting efforts are not considered in this study. Spilling from more than one fuel
tank is not examined.

The model is applied to the B-IB bomber. Model application to a specific system fixes
someof the parameters. Fireduration at the weapons bays can thusbe derived as a function
of (1) the size of the hole from which the fuel is spilling and (2) the spill location on the air
craft Parameter 1 determines how fast the fuel spills and thus how large the fire will be.
Parameter 2 determines which tank the hole is in and therefore how much fuel is available,

^ how much hydrostatic head there is, and how far thehole is from theweapons bay.

^ METHOD

Spill Rate as a Function of Time

Assuming a cylindrical fuel tankwith a hole in the bottom, define

S = Sit) = fuel spill rate as a function of time
^ h^= initial average height of fuel in tank

h = hit) = average height of fuel in tank at time t

~ which tank is empty
^ A^- tank area in a plane parallel to the ground

Aj = area of hole
V, = -dh/dt

*Woilc performed by Lawrence Livermore National Laboratory under ihe auspices ofUie U.S. Department of
Enercv under contract number W-7405-ENG-48.
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Vj = VjCO = velocity of fuel through thehole
g = acceleration due to gravity

then continuity requires that

s=V>=-A^=M- (1)
Assuming atmospheric pressure inside the tank* and that ^43 « zip then

I i

Vj =sl^gh , (2)

which leads, after substitution into equation 1, to

Ih A

Integrating and setting the constant ofintegration gives

(3)

l-yfh + =̂ '\l2g t , (4) ^

which can be solved for h and substituted, via equation 2, into equation 1to give spill rate ^
as a Unctionof time

Fire Radius

S=A,V, (0=A, V2iA =-4, '
^ J

(5)

The duration of the spill can be determined by recognizing that h =0 when t = i.e..

(6)
S

In the absence of wind, and on a levelsurface, it is assumed that the fire will be circu
lar, centered around the spill location. Because fuel from a spill will spread very fast, it is
assumed that the fire radius reaches its equilibrium size instantaneously; that is, that fuel is
consumed by the fire at the same rate that it is supplied to the pool. It is also assumed that
the bum rate, the height ofthe pool burned per unit time, isconstant, so that the equilibrium
size ofa fire depends only on spill rate.l"^ When this istrue,

S^Turv , (7)

where

r = r(0
= fire radius

V= bumrate of fuel, expressed aspool height bumed per unit time

• Thefuel tanks onmany vehicles (including the B-IB) are connected tothe atmosphere via a valve thai
allows air to flow inoroulof the tanks toadjust for changes in fuel volume due to thennal expansion.
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Solving for r and substituting from equation 5,

r =

TtV 1
A,

A

I

(8)

Assuming that the fuel pool is always atequilibrium size, then the behavior ofthe pool
radius follows that of the spill rate. The pool radius is maximum at f = 0 zmd decreases
thereafter. A more detailed analysis* shows that the equilibrium-size assumption is reason
able.^

If the weapons are stored at a known distance from the position of the fuel leak, then
the time that the weapons will be engulfed in the fire can be determined. Solving equation 8
for r gives

r=^ TtvR^
(9)

where

R = distance from the spill point to the weapons.

Determination of the Value of v. Available values for v vary within a narrow range.
Literature values '̂̂ range from about 0.3 cm/min to about 0.6 cm/min. Mansfield^ has em
pirically discovered the relation

D = 3.5V? (10)

where

D - pool diameter in feet
S ^ spill rate in gallons/minute

which gives a value for v of0.42 cm/min, about the average ofthe other two values. Except
for cases where R is small, examination of the behavior of theoretical fires with values for
Vof0.3 cm/min and 0.6 cm/min shows only slight variations in the results.6 This indicates
that fire duration at larger distances is not greatly sensitive to the precise value used for v.
Examination ofequation 9 reveals that, according to this model, the duration ofa spill fire is
dependent only on the rate at which the tank empties, not on the bum rate. The consequence
ofa smaller bum rate isnot a longer fire, but a larger one (see equation 8), and therefore one
that may persist at a distance for a longer time.

APPLICATION TO THE B-IB BOMBER

Description of the B-IB

The B-IB has ten fuel tanks as shown in Table 1. For this model, the important pa
rameters for each tank are volume, area perpendicular to the ground, average fuel height,
and tank footprint, i.e., where the tank begins and ends on the aircraft. This data isshown in
Table 1. . .

The B-IB also has three nuclear weapons storage areas, each capable of carrymgone
rotary launcher. Table 1also gives the locations of the weapons bays on the aircraft.

Reference 6 provides much moredetailon the workpresented here.
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Table 1. Characteristics and positions of fuel tanks and weapons bays of the B-IB bomber.

Tank or weapons bay
(number)

Volume

(m2)
Avg. Height

(m)

Average Area
(m2)

Start Position

(ft)''

End Position

(ft)^

Forward (2) 9.1 1.5 6.1 37.6 63.4
Ml

Forward intermediate (2) 11.0 1.5 7.3 63.4 79.6

Main (2) 6.0 1.5 4.0 79.6 84.6

Aft intermediate 13.8 1.8 7.7 88.8 111.2

Wing (2) 8.8 0.5 17.6 See note b See note b 1 1

Aft 30.2 1.8 16.8 112.2 132.0

Forward weapons bay — —
—

47.4 62.4

Intermediate weapons bay — — — 63.9 78.9

Aft weapons bay — — — 96.9 111.9

®Start and end positions measure how far along the fuselage from the nose ofthe aircraft a tank orwe*^x}ns
bay begins and ends.

^ Wing fanifs show no entries in these columns because they are not located along the fuselage. These tanks
arc neglected inthis treaunent because ofthe small amount offuel they hold.

Results

Acomputer model was constructed to examine fire duration at the centerpoint ofboth
the interme( iate and aft weapons bays as a function ofhole size and position of the fuel leak
along the fuselage. Because the fuselage is only 14.5 ft wide, leak position perpendicular to
the length of the fuselage was not considered.

Intuition suggests that if the hole is small, it will result in a fire that lasts a long time
but never gets very large. Conversely, if the hole is large, the fuel will spill quickly, result
ing in a large fire that does not bum for very long. The danger zone will lie between these
extremes. Experimenting with the model reveals that hole sizes less than 1cm^ always give
rise to fires ofradius <0.25 m. Furthermore, holes larger than 100 cm^ always result infires
that include the weapons bays for under 20 min.

To provide astatistical analysis offire duration, it isnecessapr to have statistical distri
butions thatdescribe the frequency of different hole sizes and spill position. In the absence
ofsuch data, uniform distributions were assumed for hole size (varied from 0.1 cm^ to 100
cm^ in 0.1-cm^ increments) and for spill position (varied from 38 ft to 132 ft from the nose
of the aircraft, spanning the entire fuel-carrying portion of the fu^lage, in 1-ft increments).
Firedurations were calculated foreach pairof parameter values; i.e., tor 91,000 fires.* Cal
culations were done for values of v of both 0.3 and 0.6 cm/sec for both the aft and interme
diate weapons bays. One set of these results is presented in Table 2. Notice that small hole
sizes give rise to fires that do not extend very far, whereas large hole sizes result in fires of
short duration.

The results were sorted to determine what fraction of the 91,000 fires engulfed at least
one weapons bay for various lengths of time. Results of this analysis are presented in
Table 3. It is important to recognize that the absolute values of these results are influenced
by the setof fires examined. For example, if hole sizes had been chosen over a range of
0.001 cm2to 1m2, the fraction of fires engulfing the weapons bayswould havebeen differ
ent from that found here. However, the differences wou d arise from contributions due to
very small hole sizes and from very large hole sizes, so that the resulting distribution would

There is no fuel tank between 84.6and88.8 fi from thenose of theaircraft (see Table I).

m
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Table 2. Fire duration (minutes) ataft weapons bay ofB-IB asa function of hole size
and leak position (distance from aircraft nose) for the case when v = 0.6 cm/min.

Holesize (cm2)Position

(ft) 0.1 0.32 1 3.2 10 32 100

88 0 0 0 0 0 0 0

92 0 0 0 0 19 19 7

96 0 0 0 0 51 22 7

100 0 0 36 171 70 24 8

104 7150 2393 770 245 78 25 8

108 0 0 281 196 73 24 8

112 0 0 0 25 56 22 8

116 0 0 0 0 57 42 16

120 0 0 0 0 0 33 15

124 0 0 0 0 0 22 14

128 0- 0 0 0 0 7 12

132 0 0 0 0 0 0 11

m

Table 3. Cumulative probability function of fire durations at B-IB bomb bays: propor
tion of91,000 fires having a duration longer than a specified time at any weapons bay.

Duration V=0.3 cm/min V=0.6 cm/min

Fire never reaches weapons bay 0.0652 0.1309

>Omin 0.9348 0.8691

> 30 min 0.1752 0.1181

> Ihr 0.0590 0.0383

>2hr 0.0192 0.0114

>3hr 0.0095 0.0062

>4 hr 0.0057 0.0040

> 5 hr 0.0040 0.0028

>6hr 0.0031 0.0022

>7hr 0.0024 0.0017

>8hr 0.0020 0.0014

>9hr 0.0017 0.0012

show more very long fires and more very short fires. However, the relative valu^ of frac
tion offires ofa given duration would remain the same for fires longer than 20min and for
fires shorter than several hours. Comparisons among thedata thus remain valid.

Notice that Table 3 shows the expected behavior of fire duration at the weapons bays
with variation of v: the larger value of v results in fires that are larger Md therefore bum
out more quickly, so that the weapons are exposed to fire for a shorter period of time.

It is useful to compare the results of this model with actual data. Overall fire duration
data forcivilian aircraft fires was used forcomparison because such data are more available
than data for military aircraft.^ This comparison is presented in Fig. 1, which also shows
total fire duration derived from this model. The figure demonstrates reasonable agreement
between the results of the model and the data.
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Model: total duration

......Mo<ieI: duration at

weapons bay

X(hr)

Figure 1. Comparison of model results for fire duration witli duration of civilian aircraft fires. Model results
shown here are for the case where V = 0.3 cm/min.

CONCLUSIONS

Given a fuel fire ofconsequence/ the frequency of fires that engulf the wppons bays
for under an hour is relatively large—on the order of 0.95 for the cases considered here.
However, fewer than 6% ofthe fires engulf a weapons bay for over an hour, and fewer than
2% engulf a weapons bay for over 2 hr. From the point of view ofdesigning fire-resistant
nuclear warheads, increasing fire resistance trom 1hour to 2 hours, for example, results in
resistance to approximately 4% more fires [i.e., (0.06 - 0.02) / 0.95). Because this conclu
sion depends on exactly which fires are deemed "of consequence,' a more valid conclusion,
drawn only from comparing data for different durations, is that such an increase in fire resis
tance capability makes the weapon able to withstand about 70% [i.e., (0.06 —0.02) / 0.05] of
the fires to which a l-hr fire-resistant weapon is vulnerable.
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IMPLEMENTATION OF THE FIVE METHODOLOGY:
RESULTS AND LESSONS LEARNED

Robert C. Lindquist^ and Michael S. Powell ^

^Reliability & Risk Analysis Group
^Nuclear Projects Department
(formallyManagerHre ProtectionSupportService)
Arizona Public Service Company
RO. Box 52034

Phoenix, Arizona 85672-2034

INTRODUCTION

On July 5, 1990, the NRC issued a draft Generic Letter 88-20, Supplement 4 and
NUREG-1407, which detailed the procedural and submittal guidance for responding to the
Individual Pl^t Examination for External Events (IPEEE). As a result, the Nuclear
Management and Resources Coundl (NUMARC), throu^ its Severe Accident Working Group
(SAWG) coordinated the investigation of the scope of severe accident risk from fires, fire
protectiondesign and^ogrammatic features in nuclearpower plantsand concludedthat:

1. Certain aspects of current fire PRA methods are not as robust as those for
internal event PRAs, and

2. Eachplant has already expended tremendous analytical and plantchangeefforts
enhancing their fire protection capabilities in response to the 10 CFR 50
Appendix Rule.

The NUMARC SAWG concluded that development of a more cost-effective and
efficient examination methodology based on implementation as an alternative to the normal
PRA process would be of benefit to the industry. At the request of NUMARC, the Electric
Power Research Institute (EPRI) sponsored the preparation of the Fire Induced Vulnerability
Evaluation (FIVE) as acceptable methodology for examining the potential for severe plant
accidents for fire-initiated events. The Palo Veide NuclearGeneratingStation (PVNGS) was the
lead PWR demonstration plant for implementation of FIVE. The procedures and worksheets
provided in die FIVE methodology were used extensively as the basis for the PVNGS fire
evaluation. The FIVE Methodology provided the guidance for performing the examination of
potential plantsevereaccidents caused by fire-initiated events. FIVEusesa general industry fire
events database in combination with deterministic and probabilistic techniques for examining a
powerplant's fire probability andprotection characteristics.
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075 - 14

METHODOLOGY

The FIVE Methodology consists of a two-phase progressive screening method and a
third phase consisting of a plant walkdown/verificadon process. The first two phases are
composed of a fire area screenanda critical compartment screen.

Theinitial phase or fire area screen assumes an exposure fire in each fire areaand then
looks at the ability of the plant to achieve andmaintain a safe shutdown given that the normal
redundant or altematesafe shutdown pathis assumed to beunavailable as described in reference
1.The Appendix Rsafe shutdown analysis isused inthis phase, since the equipment and circuits
have been separated, protected and/or analyzed such that a single postulated fire would not
impact die redundant safe shutdown path. Hre areas are then screened outif the area didnot
contain Appendix R safe shutdown ccnnponents ora postulated fire in the subject fire area does
not cause a demandfor safe shutdown. Table 1 provides a listingof those fireareasscreened out
during thePhase I evaluation. Table 2 provides those fire areas which could not bescreened out
during the Phase I evaluation.

Thesecond phase, or fire compartment screen, begins with taking each fire area inTable
2 and subdividing them into compartments where a fire's hotgas layer would be confined as
stated in reference 2. The objective of this phase is to estimate the temperature rise and
likelihood of damage to those safe shutdown components in thesubjea fire compartment or the
likelihood of thefire spreading toanadjacent compartment asdescribed in detail inreference 1.
During this phase, fire compartments are to be screened out based upon configuration (e. g.
concrete walls prohibit the spread of fire; low combustible loading, etc...). This phase also
iHftnrififd diose fire compartment boundaries with the potential for fire spread (e.g. cable trays
throu^ openings; hi^ combustible loading, etc...) as well as those fire areas with
multi-compartment potential Rre compartments unscreened at this stage are then analyzed
using probabilistic risk assessment techniques to determine a core damage frequency (CDF)
basedon the effects of a fire originating in each compartment, assuming everything in the
compartment is destroyed by the fire, and the unavailability of the redundant or altemate safe
shutdown equipmenL As a result of this phase. Table 3 provides those fire compartments that
could not be screenedout aftercompletion of die Phase n evaluation.

RESULTING EVENT SCENARIO

During the Phase 11 analysis it was determined that because Palo Verde Nuclear
Generating Station (PVNGS) Unit One has the controls for all the intermediate switchgear
breakers and most of the 525kV breakers, a postulated fire in certain areas of Unit One could
have an impact onthe operation of the other two PVNGS units. Subsequent evaluations have
confirmed that diepotential exists fora fire to trip all 525kV breakers, except the Unit Two and
Unit Three generator output breakers. Figure 1 illustrates the potential effect of tripping these
breakers. Units Two and Three would remain tied to the West >Wng (WW) 2 and North Gila
lines, respectively, and they would beparalleled on die West Bus. The potential exists though for
a loss ofofiGsite power todie Units Two and Three and dieir respective ESF Busses.

The areas within PVNGS Unit One wheresucha postulated fire could have this impact
are the Board One (BOl) area of the Control Room, die upper cable spreading room directiy
above BOl and over to the east wall, and die BOP cableshaft in the CorridorBuilding.Applying
the FIVE methodology to theCable Spreading Room eliminated this area asa significant core
damage contributor. This left die Control Room and die BOP cable shaft as areas that deserved
further consideration.
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ACTIONS TO ADDRESS THE POTENTIAL VULNERABILITIES

Although the probability of most ofthe switchyard breakers opening is remote, we took
thefollowing actions to address the potential vulnerability that was identified.

1. Performed a grid stability analysis toshow thatthe grid would remain stable and
that the other two PVNGS units can remain on line with house loads supplied by
their own generation through the auxiliary transfomier.

2. Included theCorridor Building within thesite programs thatcontrol combustible
material and ignition sources.

3. Developed procedures for both PVNGS and SaltRiver Project (operator of the
switchyard) to disconnect the 525V breaker remote circuitry to Unit One and
reclose the breakers locally in a systematic manner to restore the proper
switchyard breaker alignment andofifsite powerto the units.

These actions were implemented in order to minimize theprobability of occurrence and
to optimize the responseto mitigate the vulnerability.

LESSONS LEARNED

1. FIVE allows quick screening of fire areas with very low fire-induced risk using
the conservative Appendix R analyses.

2. Just as in the internal events IPE,off-site powerplays a crucialrole in mitigating
any transient or accident A fire-induced loss of off-site power has a significant
impact on CDF. Fire in areas or compartments where the availability of off-site
powermaybe impacted should beexamined when performing FIVE, even if no
AppendixR safe Shutdown equipment is impacted.
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Table 1:

VI Fuel Building Separate Bldg. with No Safe Shutdown
Components

VI Diesel Gen. - A Fire will not result in demand for shutdown

V Diesel Gen. - B Fire will not result in demand for shutdown

vn Spray Pond Pumphouse -
A

Hre wiU not result in demand for shutdown

vm Spray Pond Pumphouse -
B

Fire will not result in demand for shutdown

DC CST Pumphouse Separate Bldg. with No Safe Shutdown
Components

X Radwaste Building Separate Bldg. with No Safe Shutdown
Components

XI Containment Building
(See 5.1)

Fire Events Database indicated a very low
fire frequency in Containment while the plant
is operating.

xvm Diesel Fuel Storage Tank
-A

Hre will not result in demand for shutdown

XDC Diesel Fuel Storage Tank
-B

Fire will not result in demand for shutdown

General Outdoor Areas No Safe Shutdown Components or exposure
to important bldgs.
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Table 2:

I Contzx>l Building - A

n Control Building - B

m Control Room

xn Main Steam Suppon Structure

xm SI-HPSI/LPSI-A (Zones 30A,31A, 32A)

XIV SI-HPSI/LPSI-B (Zones BOB. 31B, 32B)

XV Auxiliary Building - General

XVI Electric Pen. Rooms - A (Zones 42A, 47A)

xvn Electric Pen. Rooms - B (Zones 42B, 47B)

— Coiridor Building

~ Turbine Building

~ Turbine Switchgear/DC Equipment Building

— Station Transformers

Table 3:

n 86B Gap Between Aux. & Cont. Bldg.

— ~ Corridor BuildingCableShaft

— ~ Corridor Building

— TB-4 Turb. Bldg. Switchgear/DC Equipment
Room

— — Turbine Building

— — Outdoor Walkway

n

86B

CorridorBuilding/Gap betweenAux. &
Cont Bldg.

—

~

Corridor Building
Corridor Building Shaft
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FIRE RISK ASSESSMENTS AT ROCKY FLATS PLANT

Terry L. Foppe and Edwin Stahlnecker

Nuclear Safety Engineering Department
EG&G Rocky Flats, Inc.
P.O. Box 464, Building T886B
Golden, CO 80402-0464

INTRODUCTION

The Roclgr Flats Plant (RFP) is a government-owned and contractor-operated
^ facility, which is part ofthe nationwide nuclear weapons production complex managed

by the U.S. Department of Energy (DOE). RFP is located in Colorado about 16miles
northwest of downtownDenver. The plant site encompassesabout 10 square miles of
federally-owned land with the major structures located within a half square mile
section. The remainder of the land serves as a buffer zone between the processing
facilities and the general public.

^ RFP was primarily involved with metal fabrication, assembly, and chemical
processing associated with the nuclear weapons program and other work directly
related to national defense. Activities included numerous metalworking, fabrication,
and assembly shops; chemical recovery and purification processes; and associated
quality control fimctions. This involved materials such as plutonimn (1^), enriched and
depleted uranium, beryllium, and various alloys of stainless steeL

^ The hazardsand associated risks frompotentialaccidents involving the handling
of fissile or other hazardous materials have been analyzed. One of the greatest
hazards is that of fires due to the pyrophoric nature of certain forms of Pu. RFP has
had a high frequency of small fires that did not result in the loss of confinement of
radioactivity. However, two significant industrial fires involving Pu manufacturing
occurred in 1957 and 1969. Lessons learned fiom these events resulted in substantial
upgrading of fire prevention and fire protection programs, such as providing an inert
atmosphere for operations that involved pyrophoric forms of Pu, eliminating
combustibles insidegloveboxes and within the production areas, installingfire detection
systems (e.g., contact heat detectors for storage locations, ambient atmosphere
detectors inside gloveboxes), and installing fire suppression systems (e.g., wet pipe
sprinklers for productionareas and automatic deluge systems to protect exhaust high

m efficiencyparticulate air [HEPA] filter plenums). Additionally, administrativecontrols

-f^
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were enhanced (e.g., training, procedures, hot work permits) and response capabilities
were strengthened (e.g., building fire brigades, full time onsite fire department).

The success and failure of these engineered and administrative controls were
evaluated in the process of assessing risk from Pu fires to the public for the facilities* |
Final Safety Analysis Report (FSAR) required by DOE Orders 5481.IB (DOE, 1987)
and 548023 (DOE, 1992). Since the FSARswere approved by DOE, additional fire P
risk assessments were performed which include: (1) an Unreviewed Safety Question
Determination (USQD) addressing redundancy of glovebox heat detectors; (2)
rebaselining risk estimates for resumption of Pu production operations; and (3) ^
assessing the risk for thermal stabilization of Pu to support RFP's changing mission of !
decontamination, decommissioning, and enviromnent^ restoration. The probability of
occurrence, radiological consequence, and risk of Pu fires were assessed using ^
probabilistic risk assessment techniques.

FSAR FIRE RISK ASSESSMENTS ^

Fire risks were assessed for the FSARs by application of event tree analyses.
Initiating event probabilities of occurrence and mitigating system (e.g., vital s^ety
systems or administrative controls) failure probabilities (e.g., unavailabilities) were
determined by fault tree analysis or statistical analysis of RFP incident or surveillance
data. Methodologies were documented in the Rocfy Flats Risk Assessment Guide
(EG&G, 1992) which was developed from commerdsd nuclear reactor and chemical
industry risk assessment techniques. Fire hazards and their controls were identified
and grouped into categories that would be representative in terms of likelihood and
consequences. Those potential fires whichwould result in negligible consequences, or
whose probability of occurrence was not considered credible (Le., > 1 X lO'̂ /year)
were screened fi'om further evaluation. These grouped initiating events requiring
further evaluation included fires initiated in similar processes in gloveboxes, fires in
other inert atmosphere gloveboxes, fires in air atmosphere gloveboxes, fires in process
rooms, fires in utilities areas, and fires on shipping and receiving docks. The success
and faiQure ofmitigating systems modeled included absence of combustible materials
in gloveboxes and rooms to propagate a fire, confinement capability of gloveboxes,
emergent^ responses by operators or the Building Emergency Support Team,
emergency response by die RFP Fire Department, and suppression by the room wet-
pipe automatic sprinklers. Other safely systems were assumed to fimction because
including their failure would result in accident sequences with such low probabilities
that they would not be risk significant These systems included heat detection in
gloveboxes, exhaust plenum automatic deluge systems, glovebox and room ventilation
and filtration ^tems, and normal and emergency power, and room fire barriers to
limit damage to one &e zone.

Accident sequences were defined by a particular path through the event tree
based on either the success or failure of the mitigating systems. However, considering
the uncertainty of the calculated probabilities, those sequences with a probability of
occurrence greater than 1 X lO'̂ /year were included if they increased the overall risk
for the accident scenario by more than 10%. Those accident sequences which were
determined to be credible were then analyzedfor radiological consequences and risks.

Radiological consequences were determined by estimating an amount of
material at risk as determined by the accident sequence, appropriate release fractions
(i.e., fraction that becomes airborne due to the thermal stress and behavior of the form
of Pu involved) which were based on experimental results or recommended in the
literature, and applying leakpath factors from the glovebox. This initial source term
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released to the room was used to assess risk to the workers, and was also modified by
a leakpath factor from the building (e.g., two or four stages of high efficiency
particulate air filtration) to estimate the building source term released to the
environment. Mean dose to a hypothetical maximum offsite individual and health
effects to the population were modeled with Gaussian dispersion methods based on a
"star deck" of wind speed, stability class, and directioa

Mean dosesand health effectswere combinedwiththe probability of occurrence
of the accident sequence to establish a mean risk estimate. Accident sequence risks

^ were summed to establish mean risk for the accident scenario and a composite risk
estimate for all accidents. Distributions of radiological consequences were combined
with the probability of occurrence to present riskcurves. Risk comparisons were then

^ madeby comparing meanrisks to risks from backgroimd radiation, and bycomparing
risk curves to those from the WASH-1400 Reactor Safety Study (NRC, 1975).

REDUNDANCY OF GLOVEBOX HEAT DETECTORS

^ Lack ofredundant ambient atmosphere heat detectors was analyzed as part of
a USQD risk assessment. The USQD process complies with DOE Order 5480.21
(DOE, 1991a) to assure that proposed changes to the facility and procedures are

/K appropriately evaluated and approved. This process maintains the safety envelopes
defined by the facilities' FSAR accident anal^is. The current USQD approach used
at RCT isbased onthecommercial nuclear powerindustry standard NSAC/125 (EPRI,

The USQD dealing with the lack of redundant ambient atmosphere heat
detectors was initiated as the result ofanaudit that challenged the FSAR redundancy

m assumption of detector placements, and that some gloveboxes only had a single heat
detector. Performance of the USQD risk assessment included an assessment of the
availability ofeither single orredundant heat detectors by use ofa fault tree analysis,
evaluating both hardware failures and human errors during periodic surveillances.

Also questioned was the validity of using historical plant surveillance data in
calculating the unavailability for ambient atmosphere heatdetectors. This resulted in

^1., a re-evaluation of the unavailability for ambient atmosphere heat detectors using
commercial industiy failure rates and surveillance intervals as inputs to thefault ttee
analysis. A sensitivity analysis onthe effects ofhaving supervisory circuitiy and other

^ features were also modeled in the fault trees.
Results ofthefault tree analyses were then incorporated into existing event tree

analyses to determine the affect on the probability of occurrence and risk of accident
^ sequences. The adjusted probability ofoccurrence and risk values were compared to

the original values to see if significant dhanges had occurred.
Based upon the fault tree analyses and the dominant accident sequence

^ probabilities of occurrence and risk estimates, it was concluded ±at an unreviewed
safety question did not exist. This was because the revised risk estimates related to
glovebox fires were bounded by risks from dock fires.

REBASELINING FIRE RISK ESTIMATES FOR RESUMPTION OF PU
_ PRODUCTION OPERATIONS

Pu production operations at RFP were curtailed in late 1989 by DOE so that
^ a new operating contractor, EG&G Roclgr Flats Inc., could assess the safety of

resuming Pu operations and implement a newsafety culture. In order to establish an
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interim authorization basis to allow resumption of Pu operations, several facilities'
FSARs were reviewed. Several resumption teams were established to assess the safety
of resuming Pu operations, and the adequacy of their safety analyses. Operational
Safety Requirements, and vital safety systems. Specifically, Resumption Team 3,
assessed RFP Puoperations toprovide assurance that resumption ofoperations would
be ina manner consistentwith the approved radiological consequence safetyenvelopes.
Other resumption teams and efforts concentrated on enhancing or establishing
programs to effect a new safety culture consistent with commercial and government
nuclear industry practices for power reactor facilities.

A risk assessment was performed in support of resuming Pu production
operations. Part of this resumption effon involved the rebaselining of several Pu
facility safety analyses. This effort included documenting the original FSAR risk
assessment assumptions and calculations concerning fire risk estimates. If
incoMistencies or errors were identified, risk estimates were rebaselined and a
sensitivity analysis was performed to determine their impacts. Event trees were
updated or new ones were developed to reflect changes in assumptions on accident
progression and availability of more recent data on failure probabilities or initiating
event probabilities of occurrence. Radiological source terms were revised to reflect
changes in assumptions for the amount ofmaterial at risk, accident release firactions,
and building leakpath factors. Radiological consequences and risks were analyzed with
the MELCORAccident Consequence Code System (MACCS) computer code (Chanin,
1990) to estimate impacts to the public.

The major changes to fire risk involved a significant increase inprobabilities of
occurrence for some fire scenarios. However, this did not substantially impact fire risks
because ofa substantial decrease in theprobability ofoccurrence ofa dock fire which
was the dominant contributor to the overall fire risks. The revised risk curves were
compared to the reactor accident risk curves fi-om NUREG-1150 (NRC, 1990).

FIRE RISK ESTIMATES FOR THERMAL STABILIZATION OF PU

The latest fire risk assessment was performed in support of the chaTiging mission
for RFP to one ofdecontamination, decommissioning, and environmental restoration.
An operation to support this mission is the thermal stabilization of Pu by electrical
hatinginan air environment to eliminate its pyrophoric hazards. Fire risks associated
with this process, as well as other activities to maintain the buildings safety envelope,
were assessed as ^ addendum to the rebaselining effort for the resumption of Pii
production operations mentioned above.

Accident scenarios analyzed in the rebaselining for resumptionofPuproduction
operations were assessed for applicability to the new mission. Fire scenarios analyzed
originally considered to be applicable to the new mission were fire inside inert
gloveboxes, fires in process rooms, and fires on docks. In addition to these fire
scenarios, several additional fire scenarios were developed during the rebaselining of
risk for resumption of Pu production operations. This included a fire in one and
multiple gloveboxes either caused by loss of inerting or internal initiation ofpotentially
pyrophoric plutonium.

The fire scenarios affected by the new mission were assessed for changes in the
event tree logic, probabilities of occurrence, and mitigating systemfailure probabilities.
This was performed for the risk-dominant fire scenarios determined in the rebaselining
assessment

Source terms for the fire accident scenarios were determined updating those
determined in the rebaselining assessment as necessary to accurately reflect the
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circumstances associated with the new mission. Release fractions associated with the
various materials were reviewed for applicability. Radiological consequences
associated with the releases from various fire scenarios were calculated using the
MACCS code.

Additionally, risk estimates and risk curves were presented. The most
significant fire scenario in terms of risk to the public is due to an assumption that
potentially pyrophoric plutonium would spontaneously ignite upon loss ofpower which
results in loss of inerting, even though this has never occurred in the past. The mean
risk estimates were demonstrated to be orders of magnitude below the quantitative
safety goals promulgated by DOE (DOE, 1991b).

Radiological consequences and risk to co-located workers were assessed by
modifying an atmospheric dispersion factor. Consequences were calculated for
individuals gather outside of the facility and for individuals inside adjacent facilities for
having an active ventilation system, or taking credit for emergency actions to reduce
outside air intake. These assessments were used for on-site emergency planning
purposes.

SUMMARY

Fire risks involvingplutonium processed or stored at the RFP have been quantitatively
analyzed for safety analysis reports. Operational Safety Requirements have been
established on those mitigating systems (e.g., fire alarms, fire suppression systems,
emergency response groups) that were credited in the risk assessment. These OSRs
establish the minimum operating requirements and also mandate periodic surveillances.

REFERENCES

^ Chanin, D. L, L. L. Sprung, L. T. Ritchie, H-N Jow, and J.A. RoUstin, 1990, "MEIXOR Accident
Consequence Code System (MACCS). Volume 1: User^s Guide; Volume 2; Model Description;
Volume 3: Programmer's Reference Manual," NUREG/CR-4691, Sandia National Laboratories,

fMii published by the U.S. Nuclear Regulatory Commission, Washington, D.C.

DOE, 1987,Safety analysisand review,DOE Order 5481.1B, U.S. Department of Energy, Washington,
D.C.

DOE, 1991a, Unreviewed safety questions,DOE Order 5480.21, U.S. Department of Energy,
Washington, D.C.

DOE, 1991b, Nuclear safety policy. SecretaryofEnergyNotice SEN-35-91, U.S. Department of Energy,
Washington, D.C.

DOE, 1992, Nuclear safety analysis reports, DOE Order 5480J3, U.S. Department of Energy,
Washington, D.C.

EG&G, 1992, "Rocky Flats Risk Assessment Guide," EG&G Rocky Flats, Inc., Golden, Colorado.

EPRI, 1989,"Guidelines for 10 CFR 50.59 Safety Evaluations," NSAC-125, Nuclear Management and
Resource Council and Electric Power Research Institute, Palo Alto, California.

NRC, 1975, "Reactor Safety Study,An Assessment of Accident Risks in Uil. CommercialNuclear
Power Plants,"WASH-1400, NUREG-75/014, U.S. Nudear RegulatoiyCommission, Washington, D.C.

NRC, 1990, "Severe Acddent Risks: An Assessment for Five U.S. Nudear Power Plants," NUREG-
1150,U.S. Nudear Regulatory Commission,Washington, D.C

075 - 23



076 Risk-Based Regulation (I)
^ Chair: V, Joksimovich, Accident Prevention Group

Application and Extension of Formal Decision-Making Methods to Generic Safety Issue
Decisions

M.P. Bohn (SNL)

Risk-Based Regulation Using REVEAL
H. Dezfuli, J, Meyer (SCIENTECH); M. Modarres (U. Maryland), H. Specter (RBR

^ Conslts.)

10^

n

/m



application and extension of formal decision-making
METHODS TO GENERIC SAFETY ISSUE DECISIONS

Michael P. Bohn

Sandia National Laboratories
Albuquerque, New Mexico 87185

INTRODUCTION

The U.S. Nuclear Regulatory Commission is moving towards a more agency-wide
use of probabilistic risk assessment (PRA) in its decision-making role. One broad set of
responsibilities of the US NRC is the resolution of "Generic Safety Issues". Anumber
of these generic safety issues have been identified, and it is the NRC's task to evaluate
the potential risk impact of each of these issues, to identify potential plant modifications
or changes in procedures to mitigate these safety issues, and then evaluate whether any
particular safety issue should be implemented on an industry-wide basis to reduce the
overall risk to the public. In the evaluation and prioritization ofthese generic issues, the
US NRC has been investigating use of decision making methodologies and the direct use
of probabilistic risk assessment in evaluating the potential impacts of the safety issues
involved. This paper reports on work performed for the Generic Issues Branch ofthe US
NRC's Office of Nuclear Regulatory Research. The goal of this work was to identify the
applicability of formal decision making methods to the US NRC's decisions involving
generic issues and to explicitly consider how various sources of uncenainty could be
factored into the decision-making process. The results of this work, including a number
ofexample applications to Generic Issue 57, "Effects ofFire Protection System Actuation
on Safety Related Equipment," are contained in Reference 1.

Currently, in evaluating a generic issue, the US NRC uses a cost-benefit ratio as
a criteria to justify the need for plant modifications. In this process, the risk to the public
due to scenarios involving the safety issue is evaluated using probabilistic risk assessment
techniques and a resulting risk increment to the public (expressed in terms of Person-
REM) is computed. Then, a number of plant modifications or other changes are
hypothesized which could prevent the occurrence ofthe scenarios involved in the generic
issue and the cost of these modifications is evaluated. Finally, based on the value of the
cost-benefit ratio, defined as

CBR =
Cost of Plant Modification
Averted Risk to Public (Person-REM)

the decision is made as to whether the proposed modification is viable. Currently, the US
NRC views a modification as viable if the cost-benefit ratio is less than SlOOO/Person-
REM (It should be noted that other deterministic aspects ofthe modification and generic
issue may enter into the decision to take into account the need for defense in depth, etc.)

UNCERTAINTY CONSIDERATIONS AND THE COST-BENEFIT RATIO

Inasmuch as this work was directed towards consideration of the impact of
uncertainty on the US NRC's Generic Issue decisions, the role of uncertainty in the cost-
benefit approach to decision making was first examined. As originally formulated, the
criteria of $1000/per Person-REM was selected without direct consideration of typical
uncertainties in the cost or the risk. It was envisioned as being a point estimate in which
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a mean value of the cost of a modification would be divided by the mean value of the
risk averted increment. n

However, in realistic accident scenarios involving the generic issues, the
uncertainty in risk (the denominator) is typically orders of magnitude and quite skewed. f7
By contrast, the uncertainty in the cost (the numerator) is much smaller and is, say, t >
approximately, plus or minus 25%. Hence, if the distributional forms of the numerator
and denominator are known, the true mean value of the cost benefit ratio can be evaluated m
and it is found to be on the order of 10 to 50 times larger than the point estimate value
(ie, the mean cost divided by the mean risk averted). Thus, the viability of any particular
retrofit could be very much determined by the manner in which the cost-benefit ratio is im
computed. The observation then is, when formulating numerical criteria for a decision-
making process, it is essential to consider the nature and sources of the uncertainty when
defining such decision-making criteria. ^

FORMAL DECISION METHODOLOGIES

There are a number of different formal approaches to decision-making. The ^
methodology discussed here is based on the use of decision trees and the classic use of
utility functions. The steps involved in making a decision are as follows*

n
1) Identification of actions (eg, backfits or retrofits)
2) Identification of one or more consequence attributes which characterize the

results of each action. p
3) Input of thedecision maker's preferences as to therelative desirability of the

consequence attributes. These are expressed mathematically in terms of
objective functions or utility functions.

4) Calculation of the consequences including uncertainty.
5) Ranking of the actions using the mean value of thescalar objective function.

n

The general model is a branching tree of actions and consequences as shown Figure 1.
In this figure is depicted a decision to be made between two actions (a' and a") and the
consequence of each action is imcertain. For example, as shown on this tree, with P
probability p,'there results the vector of consequences C,'. Similarly with probability p^,
there results the vector of consequences Cj, etc. Thus, for each action, there results a
spectrum of consequences each of which has a known probability of occurrence. Each H
vector of consequences is then mapped to a single sciar value by use of a utility or
objective function. Thus, thevector of consequence attributes C,' is mapped to the scalar
value U,' by use of an appropriate objective function, and so forth. Then, according to
the classical utility theory as developed in Reference 2, thechoice between actions a' and _
a" is made by comparing the expected values of the scalar utilities of each of the two
actions and choosing that action which has the maximum expected value ofscalar utility. —
That is, we choose action a' over action a" if

z p• ^• > z p- ur p

The general model selected is thus an example a multi-variate decision analysis as
discussed, for example, in References 2 and 3.

The choice of the consequence attributes associated with each action is critical in p
an effective decision making process. Several potentially useful multi-attribute
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consequence vectors are discussed in Reference 1involving quantities which are of direct
concern in the US NRC's regulatory process. For the sake ofthe example to be presented
below, an attribute vector which separates out the sources of the total computed radiation
dose is considered, as shown below;

n

^ Radiation dose due to Internal events

= <

Radiation dose due to Fire
Radiation dose due to Earthquakes < SSE
Radiation dose due to Earthquakes 2 < SSE < 6
Radiation dose due to Earthquakes > 6 SSE

The first element in this vector is the increment of risk averted due to internal event
scenarios which could be mitigated by a given retrofit. Similarly, the second element is
that risk which could be averted arising from fire scenarios. The last three elements are
the radiation dose (averted) due to earthquakes having different peak ground acceleration
levels relative to the Safe Shutdown Earthquake level (SSE) for which the plant is
deterministically designed.

It should be noted that each element of the consequence attribute vector above is
anatural product ofaprobabilistic risk assessment which can be performed for any power
plant This set ofattributes is somewhat different than has been used in past applications
of multi-variate analysis in that the sum of the attributes (the total radiation dose) is the
quantity of fundamental interest to the regulator. However, in making decisions as to
which retrofits should be used to avert this risk, it is our experience that the US NRC has
significantly different views as to the relative importance of accident scenarios due to
different sources (internal events versus fires, or fires versus earthquakes, etc), "^us by
breaking the total dose down into contributions due to different types of scenarios, the
regulator may express his preference as to the relative desirability of the different
modifications. For example, if the total dose were dominated by that dose due to
earthquakes occurring above the 6 SSE level and contributions to the total dose from all
other categories were very small, it is likely that the regulator would view any
modification aimed only at mitigating the effects of such earthquakes with some degree
of reluctance. By contrast, however, if a given modification were to avert risk from a
number of internal event scenarios, fire event scenarios, and small earthquake scenarios
(but still resulting in the same total dose) then the regulator is likely to view such a
modification as being very robust and desirable. Thus, this particular consequence
attribute vector is^propriate for Ae type ofdecisions involved in identifying retrofits for
resolving generic issues.

MULTI-VARIATE OBJECTIVE FUNCTIONS

As described above, a multi-variate objective function is required to map each vector of
consequence attributes to a single scalar utility value. Determination of the appropriate
multi-variate objective function isbased on a querying of the decision-makers both as to
the marginal utilities ofeach ofthe attributes as well as a scaling ofthe various attributes
relative to one another. It can be shown (see, for example. Reference 2) that the form of
the multi-variate objective function is determined by the concepts of a) Preferential
Independence b) Weak Difference Independence c) Utility Independence d) Additive
Independence. Whether or not one or more of these independent conditions hold is
determined in the querying process. Depending on which combination of independence
conditions is satisfied, the form of the multi-variate utility function can be prescribed to
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within a number of constants which are then determined by the decision-makers' relative
preference for theindividual attributes. As described in Reference 1,weshall assume that
all marginal utilities are linear (risk neutral) and assume that the decision-makers prefer
to avert risk due to internal events or fires in the ratio of 10:1 to seismic averted risk and
further assume that the decision-makers prefer modifications affecting the risk averted
from the three seismic levels in the ratio of 10:5:1. Then, assuming the appropriate
additive independence conditions have been established, the additive multi-variate utility
function for these preferences is given by

U [ {Cj}] = 10 M-R(intemal) + 10 M-R (Fire)

+ M-R(Seis 1) + 0.5 M-R(Seis 2) + 0.1 M-R(Seis 3)

This objective function will be used in the next example.

APPLICATION TO A GENERIC ISSUE RETROFIT ANALYSIS

In this example, we will illustrate the explicit inclusion of modeling uncertainty and its
impact on the decision-making process. In the study of Generic Issue 57, thirteen
different types ofscenarios associated with inadvertent actuation offire protection systems
and their resulting increase in risk to typical commercial power plants were analyzed. For
each scenario identified, a probabilistic risk assessment was performed. This risk
assessment included the impact of the scenario on internal events, fires and the three
increasing earthquake levels described in the consequence vector above (denoted below
as Seis 1, Seis 2, Seis 3). A full certainty analysis was performed and an estimate of the
risk to the public in terms of Person-R£M was computed. The results of this analysis for
a particular B & W Plant are shown on Table 1. The various accident scenarios
associated with the inadvertent fire suppression actuations and their causes are described
in detail in Reference 1. In addition, for each of the scenarios studied, a number of
different plant modifications were identified which would prevent or seriously lower the
likelihood of the accident scenarios studied. The cost of each of these modifications (on
a plant specific basis) was also determined. For both the risk averted and the cost, a full
uncertainty analysis was performed. The results of the analysis for the B & W plant are
shown in Table 1. In this case, five different modifications were hypothesized. For
example, one modification included re-routing certain critical safety system cabling so as
to remove a vulnerability due to inadvertent fire suppression actuation. Another
modification involved upgrading the actuators of a fire suppression system so that it
would not be vulnerable to seismic events. A description of the modifications is given
in Reference 1. However, when the impact of the modification was input to the risk
assessmentof each of the scenarios, an increment of risk averted and its uncertainty was
computed. This data is shown in Table 1. Thus, for example, the first column shows
that modifications 1 and 10 (which both had the same impact on the risk assessment) gave
rise to a total averted risk of 4.8 Person-REM. This total was broken down into no

contributions due to internal events and fire sequences, while the lowest seismic level
(Seis 1) contributed 3.1 Person-REM, etc. Similarly, columns 3, 4 and 5 gave
corresponding increments of averted risk due to other modifications. The cost of these
modifications are also shown on this table. Finally, the lowest row indicates the
cost/benefit ratio based only on the total risk averted and the cost of each modification.
Recalling the criterion of a modification viability as requiring a cost benefit ratio less than
$1000/Person-R£M, it can be seen that both modifications 5 and 7 would be considered
viable. Further, modification 7 would be selected over modification 5 due to its more
advantageous cost/benefit ratio.
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However, in the course of this analysis, it was noted that a significant modeling
uncertainty issue arose. In fact, at the B & W plant studied in the GI-57 program, one
significant modeling uncertainty issue arose. This issue had to do with the ability of the
fire growth and damage computer code COMPBRN to model damage to essential cables
in a room whose configuration is much more complicated than the single compartment
geometry for which COMPBRN is designed. Depending on the assumptions that are
made in modeling this multi-compartment situation, significant differences in the
calculated person-REM averted result.

Table 1

B & W Plant - Benefits and Costs With Uncertainty

MOD 1 & 10 MOD 3 MOD 5 & 11 MOD 7 MOD 5*

INTERNAL 0 0.9 0 0 0

FIRE 0 0.1 0 0 0

SEIS 1 3.1 0 6.8 6.4 54.8

SEIS 2 1.7 0 53.2 52.1 315.0

SEIS 3 0 0 17.0 16.9 68.5

TOTAL 4.8 P-R 1.0 P-R 77.0 P-R 75.5 P-R 438.3P-R

COST $14k $250k $40k $15k $40k

CBR 2.9 250.0 0.5 0.2

where P-R denotes Person-REM

Thus, on Table 1, an additional column denoted as Mod 5* is shown. This column presents
the benefit (in terms of person-REM averted) which would accrue given that Modification 5
has been put in place, and also given that pessimistic assumptions as to the growth and spread
of the seismically induced fire were made in performing the COMPBRN fire growth
calculations. Thus, in this case (Mod 5*), the benefit is significantly greater than was
originally shown for Mod 5 when a more optimistic calculation was made using the
COMPBRN code.

The decision tree associated with the two actions Mod 5 and Mod 7 (which are the only two
viable modifications identified for the B & W plant) is shown in Figure 2. In this figure it
can be seen that there is no uncertainty associated with the consequence ofMod 7. However,
there are two uncertain outcomes associated with Mod 5. Judgmentally, one must assign a
relative probability to the two uncertain consequences which reflects the decision maker's (or
the fire phenomenology analyst's) relative confidence in the two sets of code calculations and
the resulting consequences. For the sake of this example, it was assumed that the most
optimistic COMPBRN code calculation had a probability of0.67 whereas the most pessimistic
calculation was associated with a probability of 0.33 as shown in this figure. Also shown in
this figure are the consequence vectors associated with the outcomes of Mod 5 and Mod 7.
Using the example additive multi-attribute utility function developed earlier, each consequence
vector is mapped into a scalar utility and the mean of the normalized scalar utility is then
computed using the probabilities of the uncertain outcomes. As shown in this figure, the
expected value of the normalized utility of Mod 5 has a numerical value of 0.137, whereas

-5-
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the expected value of the normalized utility ofMod 7 has a value 0.124.

As noted earlier, based on the usual cost/benefit ratio analysis, Modification 7 would be
selected over Modification 5. However, when the critical nature of the geometry of the vital
area is recognized and the uncertainties in the code modeling of the damage to the critical
cables isexplicitly included ina multi-variate utility analysis, then the preferred choice isnow
Modification 5. Physically, the reason for this change in the order of ranking of the
modifications is the fact that, when one includes the more pessimistic COMPBRN code
calculation, a greater benefit results from Modification 5 due to the fact that - with finite
probability —it is possible that the more pessimistic COMPBRN code calculation is indeed
the correct analysis. Thus, Modification 5 is chosen because it protects against an imlikely
(but still possible) accident.

This fairly general analysis highlights the potential usefulness of a formal decision-making
methodology in the face of significant and unquantifiable uncertainty, which is often the
situation faced by NRC regulators. Regulators always must work with uncertain tools and
uncertain assumptions and the impact of the modeling uncertainties can often outweigh the
impact of the propagation of random uncertainties in the calculation process.

REFERENCES
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INTRODUCTION

Over the past two years, the concept of risk-based regulationhas been introduced to the
U.S. Nuclear Regulatory Commission (NRC) and the nuclear industry. Converting much of/
the cuirent, deterministically based regulation of nuclear power plants to risk-based regulation
can result in lower levels of risk while relieving unnecessary burdens on power plamt
operators and regulatory staff. Risk-based regulation of nuclear power plants means
regulating plant configurations based on their risk significance.! Within the risk-based
regulation framework, regulatory requirements for plant configurations are coupled to the risk
significance of those configurations. High-risk configurations will be subjected to more
stringent regulatory requirements that will either ehminate the critical configurationsor reduce
the amount of time the plant can be in those configurations. On the other hand, regulatory
requirements for low-risk configurations could be relaxed. Implementation of risk-based
relation therefore depends on the availability ofarisk-based configuration control system.

A functioning risk-based configuration control system should be able to effectively
support the assessment of configurations in a meaningful manner so the information generated
is understandable to the end users. The assessment of risk should not be limited to the
calculation of conditional core melt frequency. It is probably more important for the plant's
maintenance and operating staff to comprehend the status of the plant once the plant enters a
configuration, that is, to loiow the safety systems orfunctions affected orunajfected by the
configuration. This information is essential for a configuration control system.

Configurationcontrol systems based on traditional probabilistic safety assessment (PSA)
models are not very effective. Incorporating changes to the risk model to reflect changes in
plant operation and configuration requires substantial effort, making it difficult to effectively
use the traditional PSA in configuration management. The primary objective of traditional
PSA models for nuclear power plants has been to develop and analyze the plant logic model
for a base configuration—the configuration in which equipment outages due to maintenance
and testing are random phenomena. In reality, this base configurationdoes not exist; usually
several components undergo scheduled maintenance or testing simultaneously, during which
time those components are unavailable. Their unavailability in turn causes the unavailability
of other equipment due to functional dependencies. This situation, rather than the base
configuration, represents the typical, routineconfiguration of a plant.

The base configuration has been the basis for many of the current studies on risk-based
configuration control.2 That is, the cut sets of the base configurationlogic model are used to
determine risk-important systems, structures, and components (SSCs). Once these SSCs are
identified, all combinations of two and three failures are found for analysis. For each
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combination, a conditional probability of core damage is calculated using the base
configuration logic. This process has three important shortcomings:

1. SSCs havedifferent importance rankings in different plant configurations. m
2. There is no assurance that all risk-significant configurations are identified. •
3. Quantification of a large number of combinations using traditional PSA methods

requires a prohibitive amount of time.
We believe that PSA models in their present form are not suitable for performing H

configuration control because they are not flexible enough to be used effectively and
efficiently. If we expwt touse theriskmodel in routine, day-to-day evaluation tasks, such as
risk-based configuration control, the model must be transparent and user-friendly. For this n
reason, we propose the use of risk models based on REVEAL™ (formerly known as
SMART) for configuration management to supportrisk-based regulation.3.4

The risk models produced by REVEAL™ are highly modularized and are based on —
success trees and logic networks. This modularity, combing with the use ofahighly graphic \
Windows™ environment, allows the user to easily construct logic models and to change a
portion of the plant logic, based on a change in configuration, and observe the effect of the
change on the entire plant logic. Thatis, therisk model is an intelligent logic model thatcan
dynamically show changes m the logic of the plant as a result of changes in plant
configuration. This capability makes REVEAL™ a suitable advisory tool for the regulatoiy
body and the plant's maintenance and operating staffs, who can use it toanalyze the impact of
various maintenance practices orsurveillance tests onthe plant's risk profile. The analytical
capability built into REVEAL™ isgeneric, sothe software can support different types of risk-
ba^ evaluations.

n

REPRESENTATION OF A LOGIC MODEL IN REVEAL™

Figure 1 showsthe representation of a typical logicin the REVEAL™ environment At
the top of the hierarchy aregroups thatcorrespond to thehighest levelof modularization. A
group must betagged as **frontline" or"support" to reflect the properties oflower level logic ^
modules in terms of whether they are related to fi-ontline systems or support systems.
(Examples of groups include the emergency core cooling group, electric power group, and
actuation group.) The user can define many frontline and support groups based on
preference. Within each group is a latticeand a list of "tree windows." The user can define
multiple tree windows within a ^up. Each tree window contains multiple logic trees. No
limitations existon thenumber, size, orcomplexity of thelogic trees in a treewindow.

The logic trees, which are success-oriented, are composed of Boolean gates and c*
"blocks." The Boolean gates used in REVEAL™ are "AND," "OR," "K/N," "NOR,"
"NAND," and "NK/N." The last three are negated gates. The t3^s ofblocks used include
goal, function, system, intermediate, limiting condition for operation (LCO), accident ^
sequence, condition, testandmaintenance, initiatmg event (IE), composite, andbasic blocks.
A "basic block," which resembles a basic event ina tradition^ PSA, constitutes the lowest
level of decomposition of the logic, for example, a pump or valve. A composite block can
represent a collection of components, for example, a pipe segment Probabilities can be ^
assigned to basic blocks,conq)osite blocks, and conditionblocks.

The modeling offunctional dependencies betweenblocks is deferred to a lattice structure
belongingto that group. Onelattice exists for eachgroup. The latticesare used to relate the «
logic trees within each group tologic trees inother groups. Collectively, these lattices carry
information about the nature of interrelationships between blocks within groups. Within each
group, the usercanalso define conmion-cause families. A conmion-cause family is a set of
basic blocks that arepotentially subject tocommon-cause failures. Dezfuli et al.3 provide a ^
more detailed explanationofmodelingin the REVEAL™ system.

FEATURES OF REVEAL™-BASED LOGIC ^

REVEAL™ has unique qualitative features, including the Windows™ environment in „
which it runs. Most of the Windows™ features—such as the mouse-driven menu bars,
various tools, andtheability to runother Windows™ applications concurrently—can be used
in REVEAL™. In addition, the logic is represented graphically. The blocks are color coded
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and detailed information about the blocks is stored in a strucmred manner, creating an easily
accessible database. To take advantage of the dynamic data exchange (DDE) capability of the
Windows™ operating system, the user can transfer the results of any analysis performed in
the REVEAL™ environment to any Windows™-based application, such as an EXCEL®
spreadsheet, to perform specific tasks. In effect, this feature makes REVEAL™ a generic
logic analysis tool. Several qualitative features arc describedbelow.

Visibilitv of the Logic. One of the major shortcomings of traditional PSA models is their
lack of transparency. If a risk model is to be used by a plant's operational staff, most of
whom probably are not PSA practitioners, it must be easy to understand. With REVEAL™,
the interrelationships between logic trees are presented via lattices, which communicate
dependencies very effectively.

Success-oriented Logic. Traditional PSAs are performed in the fault domain. In the
REVEAL™ system, the logic structures are defined in the success domain. The intent is for
REVEAL™ to be used by the plant staff as a tool for monitoring the availability of safety
functions based on operator input that specifies which components are out for maintenance or
are found in a failed state.

Speed in ImplementingChanges in Logic. With the REVEAL™ software, implementing
changes in the logic is an effortless task. This is due to the modularity of the logic and the
user-friendly Windows™ graphic environment. The entire logic structure, although con
structed and shown in modules in many windows, is a very large intelligent network that can
instantaneously propagate any change in any part of the network throughout the entire
network. In effect, the logic can be updated instantaneously to reflect the immediate stams of
the plant This updating can be done by personnelwho are not PSA practitioners.

Local Loss ^pagation. Apowerful feature ofREVEAL™ isits capability to propagate
the effect of a local loss on the entire logic. A local loss can be a hardware failure or an
outage due to scheduled maintenance. Using the mouse, the user can disable a block. The
block becomes solid red, indicating unavailability of the block. Any block within the entire
logic model that has a functional relationship with the disabled block will appear in hatched
red color to signify a causal loss. The ease of evaluating the effect of a local loss on baseline
safety functions results in effective assessment of the safety implications of plant changes,
which routinely affect the plant's risk profile. For example, using the block overview
module, the user can tag a pump as inoperable withoutaccessing the logic tree and lattice that
contain the pump. REVEAL™ dynamically shows all of the causal losses and whether the
plant has entered an LCO. The user can easily move through the relevant logic trees and
lattices to study the path of the failures.

Determination of LCO Configurations. Limiting conditions for operation (LCOs)
represent the lowest functional capability of equipment required for safe operation of a
facility. It is desirable to be able to determine, in advance of taking an action, whether that
action will result in aconfiguration that puts the plant in an LCO. l^e modeling ofLCOs as
part of the risk model is not trivial; it requires the modeling of complexconditionsof the plant
normally characterized by the availability of some equipmentand the unavailability of other
equipment. With REVEAL™, the logic of the plant can easily be extended to include LCOs
because REVEAL™ allows the use of negated Boolean gates. This capability makes
REVEAL™ very effective in monitoring compliance with technical specifications. Figure 2
contains a typicd screen shot from the SEVEAL™ environment The figureshows how local
loss of the block "UPS-TSW-620/r' resulted in the causal loss of the block **UPS Through
Inverter T-160-620-1," which in turn caused the plant to enter a 7-day LCO.

RISK-BASED AND PERFORMANCE-BASED EVALUATIONS

REVEAL™ propagates almost instantaneously the impact of losses associated with a
specific configuration on the entire plant logic. It makes sense to take advantage of this
unique property to conduct risk-based evaluations. Unlike traditional PSAs, REVEAL™
does not convert the plant logic into Boolean equations to generate cut sets. Rather,
REVEAL™ relies on a powerful combinatorial algorithm to exhaustively generate all
probabilistically significant failure combinations and subs^uently search the entire logic to
identify the impact of each failure combination. The failure combinations generated by
RE\^AL™ are all mumally exclusive. The quantification based on these combinations is
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more accurate than traditional calculations based on cut sets. Generally, risk-based evalua
tions fall into one of two categories:

1. Efforts to design regulatory requirements
2. Efforts to demonstrate compliance with regulatory requirements.
The efforts to design regulatory requirements typically involve risk-based ranking of

equipment. This ranking is often based on the risk contribution of the equipment, event, or
some other factor to a plane of reference. For example, maintenance downtimes can be
ranked relative to the frequency of core damage, or equipment unavailabilities in a system can
be ranked with respect to the system's unavailability. We designed the I^VEAL™ analytical
capabilities to support variousrisk-based evaluation tasks at different levels of abstraction. A
ranking technique for optimizing Allowed Outage Times (AOTs) and Surveillance Test
Intervals (STIs) is discussed in Dezfuli et al.4

REVEAL™ is designed so that non-PSA practitioners can easily conduct evaluations to
ensure compliance with regulatory requirements. Examples of such applications include:

• Ensuring that go5s (e.g., availability goals) set as part of the maintenance rule are
achieved or are not violated;

• Ensuring that configurations requiring or leading to an immediateplant shutdown are
avoided as a plant moves from one configuration to another;

• Analyzing events that have actually occurred to determine their risk significance and
developing strategies to avoid their recurrence.
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INTRODUCTION

The introduction of the OSHA 29CFR §1910.119 regulations for ProcessSafety
Management (PSM) in February of 1992 provided industry with a Federal regulatory
model for PSM. This rule has some objectives that overlap with those of the proposed

' Federal EPA rule 40 CFR Part 68, "Risk Management Programs for Chemical
Accidental Release Prevention." The similarities among the issues addressed by these
regulations are causing industry concern that some duplication of effort may be
required in order to achieve compliance. This paper briefly outlines the requirements
of the regulations, and discusses an approach for minimizing the potential for
overlapping efforts and uimecessary expense. Industrial companies should take a
systematic, holistic approach towards addressing these and other similar regulations, in
order to reduce compliance costs. Furthermore, industry would be prudent to
anticipate the future directions that the regulations may take. However, even though
some economies are possible, compliance with the proposed EPA RMP rule will
inevitably require significant work beyond the 29 CFR §1910.119 compliance efforts.

BACKGROUND OF THE PSM REGULATIONS

Recent significant accidents involving chemical process facilities have prompted
industry to address more formally the concerns of controlling major hazards involving
highly hazardous chemicals. Industries handling hazardous chemicals are working to
upgrade current safety practices by adopting a comprehensive Process Safety
Management (PSM) program.

078-1



078-2

The Clean Air Act (CAA) amendment of 1990 Section 304 requires OSHA to
promulgate, under the Occupational Safety and Health Act (29 U.S.C. 655), astandard
in order to protect employees from hazards associated with accidental releases of highly
hazardous chemicals in the workplace.^ OSHA promulgated its standard for PSM on
February 24, 1992 (57 FR 6356).

In addition. Section 112(r)(7) requires EPA to promulgate reasonable
regulations and appropriate guidance to provide for the prevention and detection of
accidental releases and for responses to such releases" by November 15,1993. Adraft
copy of the proposed rules was available at the time this paper was written, although
it had not been published in the Federal Register.^

EPA estimates that approximately 140,000 facilities would be affected by the
proposed rule. Approximately 87,800 of those faciUties would also be covered by
OSHA's PSM standard.

ELEMENTS OF PSM REGULATIONS

APSM program encompasses various elements, or program components, each
ofwhich must be implemented and integrated with the others to minimize process risk.
While all of the guidance documents and regulations are different, the fourteen
elements from the OSHA regulations shown in Table 1 are typical of those
recommended.

Table 1

OSHA 29 CFR §1910.119 PSM Elements

1 Employee participation

2 Process safety information

3 Process hazard analysis

4 Operating procedures

5 Training

6 Contractors

7 Pre-startup safety review

8 Mechanical integrity

9 Hot work permit

10 Management of change

11 Incident investigation

12 Emergency planning and response

13 Compliance audits

14 Trade secrets

^29 CFR §1910.119, Process Safety Management of Hiehlv Hazardous Chemicals. Federal Register,
February 24,1992, U. S. Occupational Safety and Health Administration.

^40 CFR Part 68, Risk Management Programs for Chemical Accidental Release Prevention. Proposed
Rule, September 1993 draft, U. S.Environmental Protection Agency.
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Although this list has many similarities to the OSHA 119.119 list of highly
hazardous substances, it is also fundamentally different. Since the emphasis of the
RMP regulation is prevention ofaccidents involving highly hazardous chemicals which
might effect the public or the environment, the substances and the thresholds were
selected based on environmental exposure outside of the facilities, rather than worker
exposure within the facility.

SIMILARrnES AND DIFFERENCES OF OBJECTIVES
BETWEEN THE OSHA AND EPA PROGRAMS

The EPA rule adopts and builds on OSHA's PSM standard and covers nine
procedural areas for the proposes prevention program requirements. The CAA
mandates that the risk management plan document three elements: a hazard
assessment, a prevention program, and an emergency response program.

The primary differences in the EPA and OSHA regulations are described in
Table 2. Contractors, trade secrets, employee participation, and hot workpermits are
not included in the EPA rule. Byexpanding the current program for PSM to include
the additional requirements planned for EPAcompliance for each element, companies
can achieve economies byavoiding redundant work or rework. Some suggestions are
presented in Table 2.

In February 1993, EPA proposed a list of regulated substances and thresholds.
Although this list has many similarities to the OSHA 119.119 list of highly hazardous
substances, it is also fundamentally different. Since the emphasis of the RMP
regulation is prevention ofaccidents involving highly hazardous chemicals which might
affect the public or the environment, the substances and the thresholds were selected
based on environmental exposure outside of the facilities, rather than worker exposure
within the facility.

Table 2

Comparison of the EPA and OSELV Regulations

OSHA PSM

Element

Changes from OSHA PSM
Standard

Recommended Action

Process

Hazards

Analysis

(1) The priority for conducting the
analysis would consider ofEsite
consequences rather than the
number of potentially affeaed
employees.

The priority for conducting the PHA's for
OSHA PSM should also include of&ite
consequences to pre-invest analysis time.

(2) EPA has a three year
implementation rather than Gve
year schedule.

Due to the 3- versus 5-year schedule,
consider giving high priority to the
processes with ofisite consequences, and
start to conduct PHA's of units

containing substances regulated under
EPA RMP.
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Table 2 (continued)
Comparison of the EPA and OSHA Regulations

OSHA PSM

Element

Changes from OSHA PSM
Standard

Recommended Action

Process

Hazards

Analysis
(continued)

(3) Previous incidents are limited
to those with ofEsite consequences
rather than only to employees.

Identify previous incidents involving both
onsite and offisite potential.

(4) Qualitative evaluation of safety
and health impacts concentrates on
public health and the environment
rather than worker safety.

Determine the possible public and
environmental safety and health effects of
regulated substances at the facility, and
consider these consequences in all PHA's.

(5) Requires the evaluation of
monitors, detectors, containment or
control devices, and mitigation
systems.

Based on the importance EPA is
expected to placeon detection devices
and mitigation systems, evaluate their
need and plan to installas required prior
to the release of the RMP.

Process

Safety
Information

Requires that the evaluation of the
consequences of process deviations
include those affecting public
health and the environment rather
than workers.

Expand the scopeof the evaluation of the
consequences of process deviations to
include public health and the
environment.

Operating
Procedures

Minor editorial changes only. Ensure that operating procedures address
preventionof specific ofEsite scenarios.

Training Requires that facilities evaluate the
effectiveness of their training
programs and revise the programs,
if necessary, based on the
evaluation.

Ensure that training includes
consideration of prevention or emergency
response to ofEsite scenarios.

Mechanical

Integrity
(1) Referred to as "maintenance"
requirements in the EPA proposed
rule rather than "mechanical

integrity" and requires the facility
to develop a list of equipment that
requires maintenance.

Evaluate the difference, if any, in the
PSM program requirements if
maintenance is required on a regular
basis.

(2) Adds the word 'maintenance"
before inspection and testing
throughout the paragraph to clarify
that equipment should he
maintained on a regular basis.

Establish a list of equipment, particularly
those that could be associated with

potential ofEsite impacts, that would
require maintenance and define a
schedule.

(3) Qarifies that trainingof
maintenance workers would be
documented as for other training.



Table 2 (continued)
Comparison of the EPA and OSHA Regulations

OSHAPSM

Element

Changes from OSHAPSM
Standard

Reconmiended Action

Pre-Start-up
Safety
Review

(1) Requires that maintenance as
well as operating employees are
trained prior to startup .

Evaluate the difference, if any, in the
PSM program requirements if
maintenance employee training is
required prior to startup.

(2) Requires that all employees are
trained on any new emergency
response procedures.

Management
of Change

EPA adds a paragraph defining
alterations that do not constitute a
change. Specifically, "replacement is
not a change if the design,
materials of construction,and
parameters for flow, pressure, and
temperature satisfy the design
spe^cations ofthe device
replaced."

Evaluate the impaa of the proposed
change, andadopt the more stringent of
the requirements.

Auditing Minor editorial changes only. Fnsure that the EPA RMP regulatory
requirementsare included in the audits.

Incident

investigation
(1) EPA requires that the accident
investigation procedures are
written.

Preparewritten incident investigation
procedures, if not provided.

(2) Incidents that require
investigation are those that caused
or could have caused ofEsite
consequences rather than
catastrophic releases in the
workplace.

Establish procedures for investigation of
all ofSsite potential incidents.

(3) Investigation has to include the
identification of root causes.

Add root cause analysis to the
investigation procedure.

Emergency
Planning and
Response

(1) Requires that facilities develop
more extensive emergency response
plans that detail how to respond to
a release to limit o£&ite
consequences.

Expand the scope of the emergency
response plan to includeofEsite
considerations.

(2) Requires coordination with
LEPCs.

Begin an active dialogue with LEPCs to
establish a strong relationship.

(3) Requires periodicdrills. Begin planningand conducting offisite
emergency response exercises.

Contractors Not included in EPA rule.

Trade secrets Not included in EPA rule.
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CONCLUSION

While some details are not available at this time since the EPA rule has not yet
been formally proposed, much can be done to prepare for the future. The activities
necessary for compliance with the regulationsneed to be identified byfacility operators
and an approach defined which minimizes duplicate tasks and identifies nee^ based
on unique tasks.

Not all requirements of the existing 29 CFR §1910.119 and the future EPA
RMP rule are compatible. These will require special efforts as outlined in the paper,
and should beplanned and resourced accordin^y. However, some elements are nearly
identical and can serve all regulations. It is better to plan now and pre-invest some
effort in those elements which are nearly common to avoid rework. Certain economies
of scale may be possibleby including the requirements of the EPA rule which focus on
offeite impacts while conducting the PHA's required for the OSHA PSM standard.

Some pre-investment in effort is justified since, holistically, offsite impacts are
but one of the consequences which may be possible at the facility and these hazards
need to be responsibly managed bythe facilities. Future requirements for processsafety
are likely to become more comprehensive and more challenging, including offsite
transportation risk assessment and health impacts of toxic releases, or more
quantitative. It is prudent for all facilities subject to such rules to develop a proactive
approach to process safety, rather than one oriented to minimum regulatory
compliance and reactive to every development in the regulations.The evolution of U.S.
environmental regulations in the period 1970 to present, and in European process
safety regulations over the last decade is indicative of the potential future direction in
U.S. process safety regulations and public expectations.
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1. INTRODUCTION

Refinery and chemical plant accidents are frequently catastrophic in nature and high profile in
publicity. New OSHA Process Safety Management (PSM) rules require substantial

fn documentation ofcontractor and employee safety programs, process hazard prioritization and
analyses, pre-startup safety reviews, and emergency plans just to name afew. For the purposes
of this paper, the incident/accident investigation requirement and its legal implications regarding
privileges wUl be examined. The new OSHA PSM rules require that each employer investigate
each incident/accident which resulted in, or could reasonably have resulted in a ratastrophic
release of highly hazardous chemical in the work place. Incident/accident investigations ^e
required to begin within 48 hours of occurrence, and the investigation reports must deal with

" factors contributing to the incident/accident in order to prohibit their reoccurrence.

Generally, the types of investigations anticipated under the new OSHA PSM rules can be
^ privUeged or protected from civU litigation discovery either by the attorney-client privQege,

trade secret privilege, attorney work product privilege, or other rules of discovery that preclude
the production of documents. It is important for all employers who are affected by this new

" OSHA regulation to understand the manner in which the investigation must take place in order
to keep opinions and formulations privUeged. The way in which this information can remam
confidential and privileged may vary depending upon which state or federal law would be
involved in future litigation.

a OSHA PSM - INDUSTRY APPUCATION

The aean Air Act Amendments of1990 requited OSHA to implement acomprehensive process
safety management standard to substantially rediKe the number and consequen^ of
incidents/accidents involving highly hazardous chemicals. OSHA PSM became law on May 26,
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078 - 8 1992. OSHA PSM impacts approximately 25,000 locations in 127 industry subgroups
including, but not limited to, refineries, petrochemical plants, paint manufacturing, electrical
services, water and wastewater plants, plastic monomer and polymer plants, perfume and toiletry
plants, soap and detergent plants, semiconductor manufacturing, meat packers and paper mills.
Over three million workers, including 500,000 contractor employees are affected.^

OSHA PSM applies to any facility which contains an above threshold quantity of one or more
of 136 highly hazardous chemicals; threshold quantities may vary from as low as 100 pounds
to as high as 15,000 pounds. Any facility with 10,000 pounds of gaseous or liquid flammable
hydrocarbon is covered. OSHA PSM defines a process as "any activity involving a highly
hazardous chemical including using, storing, manufacturing, handling or moving such chemicals
at the site, or any combination of these activities."^

in. OSHA PSM - AITORNEY-CUENT PRIVILEGE

Accident/incident investigations are normally conducted under attorney-client privilege. The
attorney-client privilege generally protects attorney-client communications from disclosure if
the communications are confidential. A "confidential" communication is one that is "not
intended to be disclosed to third persons other than those to whom disclosure is made in
furtherance of rendering l^al services".^

An attorney representing a company that is required to adhere to the OSHA PSM regulations
needs to anticipate the jurisdiction in which future litigation could possibly be initiated in the
event a civU lawsuit is filed after an "accident." For instance, OSHA isa federal regulation and
should, upon first glance, be governed by the federal rules and laws. The federal mle of
evidence that applies to attorney-client privilege, however, also provides for the determination
of privilege questions in accordance with state law.^ This means that the federal court may
apply state privilege laws in cases where the claimant has raised an additional cause of action
that is not a federal claun. Because future claunants could bring state common law tort actions
as well as federal claims against an alleged OSHA PSM violator, in-house or outside raunsel
should be well versed in federal and applicable state privilege law in developing policies and
plans regarding the implementation of OSHA PSM regulations.®

In a corporate setting the attorney-client relationship can be dubious. During an investigation
it is possible that legal counsel may be asking questions of an employee who is the culpable
party and may have been performing tasks that were outside of his employment duties. In this
regard, there is no attorney-client privilege, and the in-house counsel may even have the duty
of informing the employee that he may need to retain his own counsel.

The legal system has determmed that not all employees enter into an attorney-client
relationship. Some federal courts have recently held that only top management was protected
by the attorney-client privilege; this approach was labeled the "control group" approach.'
Other jurisdictions have held that only conmiunications that an employee knew in the course
ofhis employment, that were communicated confidentially to m-house counsel, were privileged;
this approach was labeled the "subject matter" approach.' The United Slates Supreme Court
m1989 finally rejected these theories and outlined the criteria necessary to invoke the attorney-
client privilege in federal court.' Many state courts may still recognize the "control group" or
"subject matter" theories of detenninmg whether a privilege attaches, and the counsel
representing the company should keep this in mind before implementing any policies or
procedures regarding the incident/accident investigation process.

In Upjohn, the IRS demanded the production of Upjohn's mvestigative documents mcluding the
questionnaires sent to employees from Upjohn's in-house counsel as well as interview notes and
memoranda of the meetings that the in-house counsel had drafted regarding the various Upjohn
employees. The court stated that the purpose of the attorney-client privilege "... is to
encourage fiill and frank conmiunication between attorneys and their clients and thereby

i ;
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promote broader public interest in the observance of law and administration of justice."^® The
court also recognized that regulatory legislation, in particular, forces corporations and their
employees to turn to attorneys on a regular basis in order to determine "how to obey the
law."" The court found that the privilege extends to all employees of the company no matter
what the rank; however, the privilege protects the disclosure of the communications and not the
underlying facts.^^ For instance, the Upjohn court stated:

The client cannot be compelled to answer the question, "What did
you say or write to the attorney?" but may not refuse to disclose
any relevant fact within his knowledge merely because he
incorporated a statement ofsuch fact into his communication to his
attorney."

The court found that the questionnaires and memoranda and notes concerning communications
were privileged because Upjohn issued a policy statement regarding the legal implications of
the investigation and because Upjohn's in-house counsel took an active role in soliciting the
information from the employees in order to render proper legal advise.^*

Taking the applications ofUpjohn into the arena of incident/accident investigation required by
^ OSHA PSM, it is important that the incident/accident investigation be conducted either through

in-house counsel or through outside counsel, and that the legal counsel closely monitor the
investigation and document the monitoring of the investigation. Second, a policy statement

^ explaining the purpose ofthe investigation should be drafted and implemented. The following
are pertinent criteria that should be considered:

^ 1. The company should assign counsel, either outside or in-house, to direct
and coordmate all investigative activities in connection with the
incident/accident investigation.

2. The company should distribute a policy statement to all employees,
agents, and/or representatives participating in the investigations. The
policy statement should include at least the following:

a. The investigation is being conducted and/or coordinated by the
company's counsel and said counsel should be named.

n
b. The parameters of the investigation should be indicated.

c. The purpose of the investigation is to provide the company's
in-house and outside counsel with information concerning the
incident/accident investigation so that they will be in a

^ position to render legal advice to the corporation in the
ongoing litigation and/or to prepare the required OSHA PSM
incident/accident investigation report.

^ d. Information discovered during the investigation is intended to
be confidential and shall be disclosed only to those persons
necessary to conduct the investigation.

e. Any and all documents generated during the investigation
should bear the following legend:

"Privileged and Confidential - Prepared at the Request
of Counsel in Connection with the Prosecution,

^ Investigation, and Defense of the pending litigation or
for the purposes of the required OSHA PSM
incident/accident investigation and report."



f. The results of all investigations should be communicated to H
the company in-house attorney responsible for directing or
coordinating the same.

3. The company should establish a limited hierarchy through which all
communications should pass to insure that the information is only
available to persons necessary for the communications so that it is
not inadvertently disclosed in order to prevent a waiver of any
privilege.

Third, all investigative documents (notes, reports, and correspondence) should be directed toin-
house or outside counsel. Finally, all communications arising out of the investigation should
only be distributed to a limited number of persons.

Pre<^utions should also be taken by in-house counsel or outside counsel in naming and
retaining expert witnesses during litigation. Designation of a person as an expert, including „
agents of aparty, may waive some discovery privileges. Counsel should thoroughly research H
the applicable law as it relates to experts in order to avoid waiving any privileges.

IV. OSHA PSM - WORK PRODUCT PRIVILEGE

The attorney-client privilege and the work product privilege are often confused. The attorney- H
client privilege protects communications between the client and attorney that are confidential.
Generally, the work product privUege covers all work relating to the preparations ofthe lawsuit.
T^e Federal Rules of Civil Procedure provide that documents and tangible things are ^
discoverable in litigation, ifprepared in anticipation of litigation, only upon a showing that the
party seeking discovery has substantial need and that the party is unable to obtain the equivalent
without undue hardship.^^ In other words, investigatory reports made in anticipation of ^
litigation are discoverable if the claimant can prove undue hardship and substantial need. The
question then becomes whether the work product doctrine is applicable to materials prepared
in anticipation of previous litigation. Some courts have taken the position that the materials
prepared in anticipation of terminated litigation are discoverable." Other courts require a close
relationship between the cases, either by subject matter or party similarity." Again, in-house
or outside counsel must be kept abreast of the applicable law that may affect the company that
must abide by the OSHA PSM regulation.

V. OSHA PSM - TRADE SECRET PRIVILEGE

The OSHA PSM regulation also states that employers can enter into confidentiality agreements
with any of the persons who have access to trade secret information through the process of
developing the government-required documentation." It is, therefore, important for counsel
to be kept informed of the current law relating to confidentiality agreements, current contract
law that would apply to the jurisdiction in question, and the judicial enforcement of such
confidentiality agreements.

VL THE OSHA PSM INCIDENT/ACCIDENT REPORT "
i

The report that is to be drafted at the conclusion of the investigation must state the following:

1. Date of incident/accident;
2. Date investigation began;
3. A description of the incident/accident;
4. Hie factors that contributed to the inddent/accident; and,
5. Any recommendations resulting from the investigation."

n
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The report is also to be reviewed by "all affected personnel whose job tasks are relevant to the
incident/accident findings," and must be retained for five yeais.^ It is, therefore, important
that management and counsel determine which personnel, including contract employees, have
job tasks that are "relevant" to the incident/accident findings. This could mean disclosure of
the report to nearly every employee is some cases. For this reason, the report should contain
only facts, be concise and accurate, and not contain any opinions or subjective thought to the
extent possible.

VII. CONCLUSION

Tlie OSHA PSM regulations regarding the reporting of incident/accident reports has far-
reaching consequences. Any OSHA violation may actually close a business down. Not being
prepared for the consequences of the new OSHA PSM regulations can also create damaging
results if a company is not fully prepared in a legal sense. Companies which must abide by
these new regulations must start making the following immediate plans:

The task force team that will be need to be assembled in the event
of an accident of "near-miss" incident should be determined as
soon as possible. The team should be composed of the smallest
number of individuals who can get the job done properly.

Legal counsel should research law pertinent to confidentiality
agreements, draft confidentiality agreements with the task force
members regarding trade secrets, and obtain the task members'
signatures on the confidentiality agreements.

Legal counsel should prepare a policy statement as outlined above
that demonstrates an "attorney-client" relationship.

Once the team is compiled and the legal counsel have developed a policy. statement and
researched the appropriate law, the company that must comply with the OSHA PSM regulations
is in a better position to protect any privileged communications from future civil litigation. The
report that is generated by the task force should be brief, concise, and factually accurate. No
opinions, surmises, guesses, or conjectures should be included in the report. It should be
remembered that the privilege rules and laws will only protect attorney-client communications,
and any underlying facts are always discoverable. The OSHA PSM regulations were developed
to better protect society fiom hazardous chemical accidents. These laws must be strictly
followed and a litigation nightmare will be averted if legal counsel and management are fiilly
prepared.
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INTRODUCTION

This paper describes some insights and issues in risk management that have
been identified as a result of applying risk assessment results to real world
problems at a nuclear utility,

A number of probabilistic safety assessments (PSAs) has been performed over
the last ten years to assess the severe accident risk at Seabrook Station. The initial
study was the Seabrook Station Probabilistic Safety Assessment^. This study was
completed in 1983 as a faU scope, Level 3 assessment of the risk from power
operation, covering Modes 1, 2, and 3. This assessment has been updated several
times by the utility to reflect changes in plant design and operation and in
modeling. The 1990 update, titled the SSPSS-1990, was the basis for the IPE
Report^ and the IPEEE Report^. In addition, an assessment of shutdown risk was
completed in 1988: the Seabrook Station Probabilistic Safety Study - Shutdown*^. It
is a full scope. Level 3 assessment, covering plant operation while in Modes 4, 5,
and 6.

These studies have been used in a variety of risk management applications.
These have included significant efforts in the areas of:

• Risk based technical specifications,
i*\ • Emergency planning strategies, and

• Outage risk management.
As a restdt of these assessments and applications, insights have been identified

^ for effectively applying the results of risk assessments. Also, several issues have
been recognized that will affectthe future uses and limitations of risk management.

RISK ASSESSMENT VS RISK MANAGEMENT

The use of PSAs has brought into focus the distinction between risk assessment,
the analysis to estimate the level of risk, and risk management, imderstanding the
basis for the risk and applying this knowledge to make decisions. It is dear that risk
assessment, by itself, does not make the plant safer. It requires applying the
insights to modify hardware (system design, component type, etc.) or software
(procedures, administrative controls, etc.). The product of risk assessment has
often been a report that looks good on the shelf and that is useful for external
consumption - e.g., NRC review. Risk assessment tends to concentrate on areas
such as more elaborate data analysis, expanding the detail of plant modeling to
assure completeness, and refining the treatment of uncertainty.
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Risk management, by contrast, tends to be less tidy and more difficult to ^
document in neat reports. The issues of configuration control, model updates,
limits of the model, etc. must be addressed. Even with the most detailed risk
assessment, the models often do not have sufficient detail in the areas where
applications are being evaluated. The risk assessment needs to be expanded J f
"locally" in order to adequately model the change, especially to show that a change
is not significant.

While risk management is the ultimate objective, it is imperative to have a '
quantitative risk assessment in order to do adequate risk management. The most
important products of assessment are the risk insights that it reveals, but these pj
insights are not possible without an effort to assemble our knowledge down in
numerical form.

Risk assessment needs to focus on the creation of a tool to assess risk, as the ^
logic and data change, rather than a static result.

RISKVARIABIUTY

One ofthe important insights from the shutdown risk assessments performed ^
on Seabrook is the variability of risk with time and plant configuration at
shutdown. At times during shutdown (e.g., midloop), the risk approaches or
exceeds the at-power risk; at other times, the risk is minimal (e.g., with the fuel in ^
the spent fuel pool). In general, the average risk, as calculated in most risk
assessments, is not a useful concept for riskmanagement during shutdown. Based
on our experience in outage risk management, the dynamic nature of risk has p
focused increased attention to configuration control and contingency planning.

The risk at-power has much less variability with time than at shutdown. Risk
variability does exist, however. For example, the ATWS risk peaks at the beginning ^
of the fuel cycle, while at the same time, the fission product source term is at a
minimum. The tornado and hurricane occurrence is random but has seasonal
variations in expected firequency. Considerations of this time and configuration r*
dependence on plant risk may become important to safety, espedally as risk
assessments are used to make decisions over ashorter time period. ^

AVERAGE RISK VS ACTUAL (INSTANTANEOUS) RISK

The risk that has been calculated in most current risk assessments is average
risk - the risk over a long period of time e.g., the plant lifetime) and over a large set
ofequipment. The basis forthe systems analysis quantification is the assimiption of ^
constant, random failure rate. In reality, equipment does not fail randomly; it fails
because of a manufacturing flaw, an installation error, a maintenance or operation
error, or a wear out failure. However, if the model is averaged over long enough
time period, the assumption of a constant, random failure rate is appropriate. The
use of such average risk assessments has generally been to make decisions for the
long term - e.g.. Technical Specification changes that will apply for the life of the ^
plant.

However, the issue of the variability of risk raises the possibility of making risk
management decisions based on the specific instantaneous plant configuration. In
order to be useful to the operators as a "riskmeter", the risk model would have to
reflect the actual plant configuration, the status of variables such as the time in ^



cycle, and the state of knowledge of the operators about equipment conditions.
^ Even with that detail, instantaneous risk raises questions about the validity of

modeling assumptions. For a short period of time, random failure rate may not
accurately describe the operators' true state of knowledge. He may know, for
example, that the diesel has just been tested successfully or that a service water
pump has higher than normal vibrations.

UNCERTAINTY VS SENSITIVITY STUDIES

The most complete risk assessments take careful accoimt of uncertainty in all
inputs to the quantification. This is a proper consideration because uncertainty is
the basis of risk. However, while an imcertainty distribution is a better statement of
risk than a single nimiber, it does not tell the analyst what contributes to that
uncertainty. Of more value in tising the results are sensitivity studies on the
important parameters in the assessment. This can tell the analyst where there is
margin (where changes can be made without influendng the overall results) and
what inputs are important andpossibly should be examined in more detail.

The traditional method of quantifying the uncertainty is by estimating the
^ upper and lower ranges of the variables in the model. This assumes that the major

uncertainty is in the value of the parameters. It is possible that the assimiptions
built into ihe model - e.g., random failure rate - may dominate the uncertainty and
maynot be reflected in this estimate of uncertainty. The riskmanager is cautioned
to treat the results of all risk assessments with some skepticism, to assure that the
model accurately reflects reality.

\

RISK STABILITY AND LIVING PSAS

In order to make the risk assessment usable over the life of the plant, a living
PSA will be needed. The Seabrook PSA updates have included hardware and
procedural changes, generic and plant specific data updates, considerations of new
failure modes and phenomena, and changes in modeling techniques. As a resiilt of
these updates (due primarily to modeling changes, not hardware changes), the core
damage frequency has decreased by about a factor of 2.5; however, Ae dominant
risk contributions have remained unchanged from the original SSPSA to the current
SSPSS-1993. Thus, the risk assessment has been stable with regard to major
insights. However, for specific systems or operator actions, changes have occurred
in the updates that change their relative importance. This is expected to continue
for the future as the plant design evolves, plant data is available, and new
phenomena are identified. A proper risk assessment can be expected to maintain
global stability as minor changes to the plant and models are made. Local stability,
i.e., the relative importance of a specific system, is not so certain.

For example, the success criteriafor feed-and-bleed cooling was changed in the
latest SSPSS update, based on a more detailed thermal-hydraulic analysis. As a
result, the feed-and-bleed capability is quantified as more reliable, whidi has the
effect of making secondary cooling (EFW) relatively less important. The
importance of EFW changed from about 15% contribution to core damage
frequency to about 5%. However, the overall risk profile did not significantiy
change.

The local stability of risk raises the issue of risk management decisions. Do
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these decisions need to be reconsidered when the update is made? This is related
to the criteria used to make risk decisions.

ABSOLUTE VS RELATIVE RISK ACCEPTANCE UMITS ^

In order to make risk management decisions, a criteria has to be used for the
level of risk change that is judged not significant. Generally, it is difficult to ^
quantify all the impacts of a change - e.g., the improved component reliability from
less testing. Because of this limitation, the quantitative results often tend to show a
nimierical increase in risk. Some criteria is needed to make consistent risk ^
management decisions. There are two general criteria - absolute, e.g., use of a
screening frequency, and relative, e.g. a small percentage change. The advantage of
the first is that it remains imchanged as the model is updated. The relative change, ^
however, is affected by the changes to the rest of the model. As the total CDF is ,
decreased, the relative change may increase in size, raising questions of the
stability of risk management decisions. fm,

CONCLUSION

A ntmiber of issues have been identified as a result of experience applying risk
assessment. These issues wUl need to be addressed as the field of risk management ^
matures.

I '
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COMPARISON OF PRA EVENT TREE APPROACHES -
SOME THOUGHTS AND REFLECTIONS'

Dale M. Rasmuson

Division of Safety Programs
OfGice for Analysis and Evaluation of Operational Data
U.S. Nuclear Regulatory Commission
Washington, D. C. 20555

^ INTRODUCTION

The author recently published a comparison of the large event tree (LET) and
small event tree (SET) approaches used in probabilistic risk analysis (PRA). In that

^ paper\ he showed that both approaches produce the same cut sets and same
quantitative results when identical models and assumptions are used. In that analysis,

^ the only variation in the analysis was the solution method. The component failure
probabilities, the system success criteria, and the modeling detail were identical. These
are areas that can greatly influence the results of the analysis.

In this methods comparison, the same numerical results and the same cut sets
were obtained. The number of core damage sequences was smaller in the SET
approach (2) than in the LET approach (8). Thus, ±e minimal cut sets were
partitioned in a different way, but the identical cut sets were generated by both
methods.

Today the two approaches are producing results which are more consistent with
each other and produce similar insights. One reason for this is that more detail is

m being put in the fault tree and event tree models. The models for both approaches

^ Theopinions andviewpoints contained in this paper aretheauthor's personal ones anddonotnecessarily
reflect the criteria, requirements, and g;uidelines of the U.S. Nuclear Regulatory Commission.
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contain more details - in the event trees, the fault trees, and Boolean equations.
Conservative approximations in both approaches have been replaced with more ^
realistic and better computer techniques for solution. However, the basic difference
between the two approaches still exists, i.e., the LET approach develops event trees
which contain dependencies, while the SET approach models the dependencies, in ^
general, on the fault trees.

The SET approach produces large numbers of cut sets which the analyst must
look at. Because the analyst cannot look at all of them, the cut sets are ranked by
probability (frequency), and only those which contribute to the accidentsequence core
damagefrequency are keptand analyzed. The LET approachproducesa large number
of sequences. The logic for the sequences must be checked. The accident sequences i
need to be ranked by probability (frequency) because the analyst cannot examine all
of them. (The number of accident sequences in an event tree can potentially be in the ^
millions as can the number of minimal cut sets.) Thus, both approaches produce lots '
of cut sets or sequences that the analyst must deal with.

I I

Most PRA analystsagree that the most important results obtained from a PRA
are the qualitative insights gleaned during the analysis. These insights are identified
in each step of the analysis. These steps are: system and plant familiarization,
modeling, failure data preparation, quantification, common cause failure analysis,
himian reliability analysis, and uncertainty analysis. This paper discusses some
important items that can have a great influence on the qualitative and quantitative ^
results of a PRA. Many of these items are not new. Yet, PRAs and Individual Plant '
Examinations (IPEs) continue to be produced which do not address many of these ^
concerns.

MODELING AND QUANTIFICATION

In Reference 1, the author showed that the two principal approaches to event ^
tree modeling, the large event tree and the small event tree approaches, produce the
same numerical results if consistem assumptions are maintained throughout the
analysis. However, this may not be true in practice. Most discrepancies usually arise
because of differences in the basic assumptions about system success criteria, treatment
of support systems, and treatment of dependencies in the modeling. For example, the ^
FSAR system success criterion for a certain plant is 2-out-of-3 pumps, whichwas used
in a PRA of the plant. In an update of the PRA, other analysts utilized a new success
criterion of l-out-of-3 pumps for the system. Hie justification for the change in the
success criterion was that thermal-hydraulic analyses indicate the systemwill perform
its design function with only 1 pump.

Such changes in assumptions can affect the sequence minimal cut sets, the H
quantitative results, and the insights. The basis for these changes may be results from
a computer code which has not been fullyvalidated, or which may not contain as much
detail as other computer codes that model the same phenomenon. In these cases, it H
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may be helpful to perform sensitivity calculations using the thermal-hydraulic code to
investigate the effect of the code on the PRA assumptions, especially if the
assumptions involve dominant accident sequences.

Examples ofPRAs that have been done in recent years are the NUREG-1150
studies for Surry, Sequoyah, Peach Bottom, and Grand Gulf. The IPE submittals for
these plants contain different core damage frequencies and insights. Different
assumptions were made and levels ofdetail were included in the logic models.

PARAMETER ESTIMATION

Data collection andparameter estimation are probably two oftheweakest areas
in the PRA. One reason for this is that reliability data collection and analysis are
expensive. Managers do not realize that the same data can beused for other activities,
suchas maintenance and technical specification modifications, besides the PRA itself.

N (

m

Initiating Event Frequencies

Many of the recent NRC-sponsored PRAs have used generic initiating event
frequencies. This may be all right for certain applications, but it should not be a
general practice. Two reasons for this are: (1) plants are operated and maintained
differently and thus have different initiating event occurrence rates, and (2) some
initiating event frequencies have improved over time. Consider reactor scrams. The
average industry scram rate (related to transient initiating event frequencies) has
decreased by a factor of two or three over the last six years.

^ Maintenance Unavailability Data

In the IPEs, some plants used maintenance logs and spent considerable time
fm, estimating component unavailability due to maintenance. In other studies, the PRA

analysts polled maintenance personnel and asked them how long it would take to
repair a component. They would obtain two estimates by asking how long it would

^ take to fix the equipment or how fast the equipment could be restored to service.
These estimates were treated as percentiles of a lognormal distribution. With this
information, the parameters of the lognormal distribution were estimated.

Generic Versus Plant-Specific Data

^ Many IPEs and PRAs have used generic estimates of basic event failure
probabilities. In other cases, the analyses have included plant-specific failure data
based upon a time period that does not represent the time period of the plant
configuration being modeled. For example, data from 1982 through 1987 may be used
when the models represented the plant as configured in 1991. The extent to which
a PRA of a plant uses plant-specific data is directly proportional to the usefulness of

^ the PRA to that particular plant.
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COMMON-CAUSE FAILURE ANALYSIS U

Common-cause failure analysis (CCFA) has matured in the last five years. ^
Reference 2 provided a focal point for CCFA by unifying important work in this area.
During the preparation of Reference 2, it became evident that the real benefit from
a CCFA was an understanding of the common-cause failure mechanisms and defenses
to reduce common-cause failures. This lead to the development of the ideas in
Reference 3. It also became apparent that the guidance contained in Reference 2was ^
not clear enough or explicit enough. This led to the publication of Reference 4.

The guidance provided for performing CCFA in the IPEs was that the ideas and ^
concepts contained in Reference 2 should be followed. Few, if any, IPEs really .
followed all of the guidance. Most identified sets of redimdant and similar components
to be modeled as common cause basic events in the logic models. Few followed the ^
guidance of developing a pseudo plant-specific common cause event data base tailored ;
for the plant from the industry common cause events. Thus, many of the IPEs used
generic beta factors or other estimates (e.g., gamma and delta of the Multiple Greek ^
Letter Method).

CCFA is resource intensive, and there is a lack of data. These factors
discourage analysts and sponsors from doing a thorough CCFA. However, performing
a quality CCFA will result in qualitative insights that will help improve plant safety and
help achieve more efficient operation.

HUMAN RELIABILITY ANALYSIS ^

Human reliability analysis (HRA) is very controversial. Some HRAs contained
in the BPEs were performed very rigorously and thoroughly by qualified personnel.
Many HRAs are performed by system analysts who try to apply the HRA concepts in
a consistent way, but they lack the training and experience to obtain the qualitative
insights which are produced from a task analysis and other human performance
evaluations performed by human performance specialists. Some IPEs used generic
human error probabilities (HEPs) throughout the analysis. Others used several HEP
quantification methods and then selected the largest HEP to use in their analysis.

HRA is another resource intensive area of the PRA which seems to produce
little return for the expenditure. This is probably true if it is not done systematically.
This is also an area that needs considerable methods development and data collection.
Studies have shown that different analysts and models produce results that vary by
orders of magnitude for the same situation. This is one area that needs addition^
research and data collection.

it^
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UNCERTAINTY ANALYSIS

No PRA is really complete without an uncertainty analysis. First, the
uncertainty analysis provides an interval estimate for the core damage frequency.
Secondly, it produces an estimate of the mean core damage frequency that is closer to
the true value than the point estimate obtained using the mean values of the basic
events in the minimal cut sets.

A common situation in which dependencies are introduced into the model
occurs when two components have thesamefailure rate or demand probability and this

^ probability is estimated from a single data source. In the uncertainty analysis the
failure probability of both components is represented by the same random variable.
This practice of using the same uncertainty distribution for a group of similar

m components has been common since the Reactor Safety Study.^ The PRA Procedures
Guide^ recommends this practice as well. Several philosophical arguments have been
given to support this practice. (See, for example Reference 7.) The following helps
to clarify this practice.

Consider a simple example involving a cut set with two components. Let and
^ q2 denote the imavailability of the two components in the cut set. If the components

are independent, then

Q = qiOz. (1)

The expected value and variance of Q are given by:

E{Q) = E(qOE(q2) = (2)

where a is the expected value of qj.

If the unavailabilities are not independent, which is the case when the common
unavailability is estimated from the same data source, then qi = qa = and
Equation 1 becomes

Q = q'. (3)

^ Equation 2 reduces to:

E(Q) = E(q^) = (4)

where a is defined as above and jS is the variance of c^.

p** Thus, for the case of identical components we see that we should really be
estimating q^ instead of q^qj. Equation 4 should be used especially when the point
estimates are the means of highly skewed distributions. If we simply square the mean

^ of this skewed distribution, the estimate of Q will be very biased. This is why the point
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estimate and the mean of the uncertainty distribution are not equal in PRAs.

SUMMARY

The paper has presented some examples of areas that can greatly influence the
results, both qualitative and quantitative, of a PRA. These areas are modeling and
quantification, parameterestimation, common-cause failure analysis, humanreliability
analysis, and uncertainty analysis. As reliability techniques and PRAs become more
integrated into the regulatory process, the importance of providing better guidance for
performing these tasks grows.
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Good engineering practice requires that we revisit modeling techniques ^dassumption
at regular intervals. Reflecting on the status ofPSA modeling, avanety of factors may be
converging to threaten the credibility ofour studies;

• Forgotten Assumptions
• Model Expansion/Fragmentations
• Cookbook Rules for Analysis
• Plant Improvements
• New Generation Plant Designs
• Things that Were Never Done Well
We say this because we see the results of PSA studies presenting smaller and smaller

numbers (lower frequencies of damage). When the question is raised—Are these results
appropriate?—the answer may be no. When that h^pens, some combmation of &e above
factors has led the analyst astray. This paper will provide examples of thwe effects.

Analytical limitations in the early days of risk assessment demancM the use ot
pragmatic simplifications to model large systems. Failures of passive equipment such as
pipes, wiring, and multiple check valves were excluded from the quantitative analyses sm<x
they generally represented avery small contribution to system failure. Calculational tools
were just being developed, and our understanding ofkey phenomena such as human actions
and success criteria was characterized by large uncertainty. Much of the bookkw^g
associated with the complex risk assessment process was performed manually. "Vitole
attempting to derive as realistic ameasure of the risk as possible, the resists for quantified
scenarios were often rather conservative. The impact of the unquantified scenarios is
nonconservative but was assumed to be small. j r- ,

The assumptions of the time were checked against the results of that Ume and found
to be reasonable. However, they have passed into general practice and have become rules
of analysis. When plant improvements reduce the surroundmg sea of risk, or when new
systems with different design bases are examined, analysts all too often apply these "rules
without retesting their validity. , . ,

Ifcore damage frequency is reduced by a factor of 10, and that is observed mrecent
studies,^ many assumptions must be revisited. If we are to analyze the new design



079 - 12

proposals for passive reactors, we must go further and look for new quesUons: probablyrSon theWical phenomena that make the passive safety feamres effect,ve^
developed. We need to raise questions about how the passive process can be mtempied.
For exLnple, is external cooling of low points in anamral circulation loop possible.

Two events have had significant impact on the direction of PSA—improvement m
computational tools and expansion of risk management activitiM. Modem calculational
tools have allowed us to create models that provide substantial detail. At <^6 s^e tirn^
our understanding of the behavior ofplant systems and operators mresponse to Plant upsets
has improved. It is now possible to create models that are more r^isnc and complete. In
addition, many facilities have performed PSA studies and used the resiUts to m^age Ae
risk; i.e., modifications to the plant design and operating practice have been based on the
PSA^MlU^^cts is that we see larger but often fragmented PSA models
and that the risk at old and new facilities is improving. The fragmentation of 0"^ mo^s
means that it is more difficult to survey the impact ofassumptions. <^cdational '
frequency cutoffs in fault tree and event tree ^ysis), and sequential dependencies among
equipment failures and sequential human actions. , • it -t uoc

The quantitative impact of these tricks is not easy to obt^. However, it has been
shown that frequency cutoffs can lead to severe underestimates ofcore dau^e frequency.

In addition to the changing environment for PSA, there is acto of things ^e
never done well. In the begimiing, we did not know how a^^^
impact, or had not even thought of them. Arecent papeP identified anumber of cases, as
follows; .

• Aging degradation ofactive and passive components.
• Common cause failures in multiple systems. ^

Causal models of human reliability. ,
Organizational and management factors affecting plant safety.

• Arrest of core degradation before vessel breach. ^
• Software and computer reliability.

Design and construction errors.
While analysis of some of these factors has been performed, this has not yet become ^

seneral practice,'' and some available techniques are still quite prenature.
As we enter fliis new era of risk assessment, we need to have afirm understanding of

the imr"'-'"'""^ of our commonly used modeling assumptions and techniques. Now is not ^
the time for the blind application of prescriptive techniques. It is as relevant ^ ever to
attempt to avoid including unnecessary events that do not contnbute agmficantly to the
results in models. However, at what point do these residual events become coUecuve^y ^
important? Practical considerations often dictate that some form of truncation be ^e
during the quantification process, but at what pomt does this impact the resolution of the
results? - . j • • u ^

PRA analysts can provide an impressive amount of information to decision makers.
As in any activity, it is all too easy for the analysts to lose ameasure of perspective. Our
main message in this p^r is to remind PRA practitioners of the importance of identifymg ^
and the bounds and limitations ofthe tool that they have created. We teheve
that this ..nnffrgtanHing be^ with the exereise of developmg an undwstandmg of smaU
numbers: what they mean, what they can imply, and what they may ^de. „As plants are improved to minimize the detrimental effects ofwhat IS modeled mPSA,
PSA analysts must ensure that the faciUties do not become more vutaerable to those hamds
that have been excluded from the models. The spotUght that we ^e on plant ^
vuhierabilities creates shadows that must be continuaUy reexamined. Amajor clue to keep , ,
our models from going bad is found in the numbers we produce.

t
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A COMPLETE PSA

The primary objective of a PSA is to assess the risk of core meltdown
(Level-1 PSA) or of discharge of radioactive elements into the environment
(Level-2 PSA). The assessment must have a good "value for money" ratio. But
how can one guarantee that the level ofaccuracy is sufficiently high? How can
one certifythat nothing major has been overlooked?

As an example, the PSAconducted by EDF on the Paluel powerstation m
France was done in three phases: accident scenarios were assessed three
times but some of the major scenarios, like those concerning coolant dilution
at the' RHRS low level threshold were only discovered at the end of the thu-d
phase [11. It appears to be important, therefore, in order to have a certain
confidence in the results, to have a relatively advanced level of detail by virtue
of which the PSA does not overlook any accident scenarios, and to devote a
substantial amount of time and work to looking for new scenarios, or
"inconceivable" events (refer to the workof Ostbergon this point (2]).

This is especially true for the most recent reactors or those still on the
drawing boards which have been "optimized inthese reactors, the defects
detected by feedback from older reactors or by PSAs have been remedied, so
that what were major accident scenarios in the first PSAs have now become
improbable or even impossible ; the risks are not the same, and what was
negligible for the oldest reactors can now be maior. The exhaustiyity ofPSAs
must therefore be constantly enhanced, and this becomes increasingly
complexwhenyouare looking at core-melt risks ofaround 10" /year.

A second objective of PSAs is to make it possible to use them as a tool in
design or operation ofnuclear power stations. Such applications include, for
example, analysis of technical operating specifications, optimization of
maintenance through greater reliability (Reliability Centered Maintenance -
RCM) and incident or accident precursoranalysis. ,

The first application involves calculating the maximum tune authorized
for continued operation with a particular equipment item inoperable, and the
second involves calculating the importance of the failure modes of that
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equipment item with respect to core meltdown in order to determine whether
or not it should be given preventive maintenance. In both cases it is vital for
the equipment item to be modelled in the PSA with a sufficient degree of
accuracy, for in the case of the first application, the inoperability of the
equipment goes from a low value to 1. It is therefore important to ensure that
scenarios that could have been negligible, but which are no longer negligible
in this sensitivity study, are indeed modelled. Moreover, the use of
importance factors like the risk achievement worth, which is calculated on the _
basis of a limited minimum cut set, could be an important cause ofmistake.

Analysis of precursors involves estimating the potential consequences of p-i,
incidents in order to learn lessons that can be usefully applied to operation <
and design. The analysis must be qualitative and quantitative. It sets out to
determine all the major scenarios that could have brought about a
deterioration in the situation and led to the core melt. It puts the spotlight on
all the "barriers" (automatic systems, engineered safeguard systems,
procedures, operator's interventions, etc.) between the incident and core
meltdown, and assesses their effectiveness. To extract really relevant ^
information from this feedback on experience, it is vital to perform very finely !
detailed analysis of these incidents. It is easier to start from detailed PSAs.
Engineers from Duke Power have demonstrated the value of using plant-
specific PRA models in analyzing the potential consequences of the incidents ^
their units have experienced [3]. These models are necessarily more detailed ^
than the verygeneric models used in the US NRC ASP programme*. Theygive
much more conservative results. ^

For all the applications of PSAs aimed at loosening regulations, one has ^
to start with reaustic PSAs that are neither too conservative (in which case
nothing at all can be relaxed!) nor too optimistic (in which case the
demonstration would not be credible). That is how EDF came to study reactor

^ shutdown statuses (indispensable for determining technical operation
specifications or organizing maintenance programmes) and long-term
scenarios. The long-term scenarios were particularly valuable, enabling ^
assessment of the benefits of medium-term emergency action between low-
pressure safety injection and containment spraying; without this mutual
emergency action, the medium-term risk (beyond 14hours) is far from
negligible. These fine features of modelling result in not only a relatively
advanced level of detail, but also a varied choice of methods, as is explained ^
hereafter.

However, despite all the effort one can put into making PSAs as detailed
as possible, they will never be exhaustive, and uncertainty will remain
important (be it relative to the human* factor, common-cause failures, or
external influences like earthquakes). This considerably reduces the power of
PSAs as decision-support systems, and requires a lot of skill on the part of
users if they are to appreciate whetlier their application of PSAs is relevant or
not.

A COMPLEX PSA

The desire to study long-term scenarios after a LOCA without being
excessively conservative, to finely model the operation of an electrical power
distribution system and intermediate cooling systems (COS and ESWS) and
their multiple configurations, or the operation of systems alternating
operation and test phases (automated I&C), led EDF to make use of
Markovian techniques [41,[5], something that is in fact recommended by the
IAEA [61.

ASP(Accident Sequence Precursor) modelsconsist ofeight setsofeventtrees. Theseeight
sets represent all the nuclear power stations in the United States (five sets for PWRs, and
three for BWRs).

I



079 - 17

Similarly, we developed a technique for quantification of accident
sequences in event trees. This technique is jjased on the result ofconvolution
of reliability or system-repair laws against time in order to take account oi [7]
the fact that i) in some accident scenarios one system wiU operate m nomal-
emergency mode with another, which means its operating time is random,

^ depending on the duration ofcorrect operation ofthe first system, andii) that
the duration of correct operation of the systems and the length of time
(increasing with time) between the moment of failure of a system and the
moment when the core starts to be uncovered can be put to good use to repair

^ equipment that isout oforder, and thus prevent core meltdown.
These methods taking account of sequence dependencies certainly allow

for finer analyses bymore realistically modelling the operation ofsystems, and
result in more robust reliability models since they contain practically no
reliabilistic simplification. They do, however, have some disadvantaps:
1. they oftenresult in complex reliability models, because of the method

itself^ or because they make it possible to take account of a large number
of parameters (like changes in system configuration, repairs, tests and
system maintenance, and changes in the status of the unit in the case oi
substantial deterioration of the system) that cannot be taken mto

— account by other means; ^ j
2. PSAs involve the management of several Boolean and sequential metnc^s,

which considerably complicates the PSA processing tool, particularly when
it comes to processing results; .r • i

3. it is not possible to simultaneously take account of sequence and tunctional
dependencies, e.g. it is not possible to have a Boolean reduction of two
Markov graphs; what accuracy isgained in one respect is lostinanother.

For the moment we have the choice of three approaches for dealing with a
^ PSA.

^ The first is entu-ely Boolean (fault and event trees): it is the most common.
The second involves Boolean processing of the generic events of event

trees, with numerical linking of the results of fault trees in order to avoid
combinatorial explosion of Boolean processmg ofevent trees, and thereby to
allow for a high level of detailm the fault trees; but this method developed by
PLG calls for prior detection ofdependencies between generic events.

The third approach developed by BDF uses fault trees and Markov
graphs to model the generic events ofevent trees, and uses numerical liiJdng
of the results of these models: this makes it possible to take account of the
sequence dependencies and the most important functional dependencies
detected previously. ^ ^

Each of these approaches has its advantages and disadvantages m terms
of design (simplicity and ease of processing results in the case of a "pure
Boolean" approach, degree of detail in the case of numerical linkmg, and
accuracy and robustness of models in the case of an approach combining
Boolean and sequential methods) as well as of the organization set up to
conduct the PSAs, Approaches using numerical linking of models make the
studies relatively independent of each other, and thus provi^ grea^r flex
ibility in organization: "pure" Boolean processing requires perfect coherence
of models, which is a factor in quality but one which implies more stnngent
organization, probably entailing small numbers of people working on the
reliability models, , . .

These approaches are complementary, and it would be interesting to
merge them. Such a merger could cover several aspects, including
"juxtaposition" and "integration" of tools, ^

In "juxtaposition" of tools (one for Boolean processmg and one talang
account of sequential aspects) the second tool would enable detection ofkey
sequence dependencies and would help and validate constru<^on of a
Boolean PSA model suflTiciently robust to handle the applications. This model
would be processed by the first tool.

1*1

m

^ Which iswhy some people use these methods for studying simple systems only [8].
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Real "integration" of both tools would result mthere being a single tool.
Parts of the PSA would be entirely processed by Boolean logc, and others
would be processed sequentially. The best-suited method would be chosen tor
each case

As part of international co-operation procedures, EDF is to start work on
comparing these different approaches and defimng the areas to which they
can best be applied, with a view to specifymg and then merging the
respective tools. TTie ambitious aim of this work is to develop, insofar ^ _
possible, a methodology for drawing up PSAs and a tool for Processing them
so that sufficiently thorough, accurate, robust, and user-fnendy PSAs can be p
made and applied in the manner referred to at the start of this article by
persons not involved in the creation of those PSAs. It would very likely lead to
PSAs dedicated to each application. ^

i i

/*V

A NECESSARY COMPROMISE
r*

PSAs are generally first drawn up to demonstrate safety. They are often
unsuited for applications aimed at helping m design or operation, tor they
need "fine tuning" and amendments. Moreover, as ot
applications increases, they can no longer be the responsibility solely of
reliability engineers, and they are gradually transferred to design or
"ooeration" experts who are not necessarily operating-safety speciahsts. It is
therefore clear that these "thorough" and "complex" PSAs made pmcipally -
for safety assessment are not easily mastered by people not mvolved in theirdevelopm^^t^^^^^^ necessary to fmd an optimum level of detail. The detail
mustbe sufficiently thorough for analysts to fmd the information they require.
And it must also be sufficiently restricted so that the model remams withmthe
range of individual understanding, allowing an "occasion^ user to correctly
and successfully use the model for his own applications. The degree of det^ ^
must also be uniform, for if the processing of a PSA uses probabihstic
truncation thresholds that vary from one sequenceto another, there is a nsk ot
introducing equipment with low contributions into the minimum cut set while
other equipment with a greater contribution is elimmated elsewhere. In an p
RCM programme, improper interpretation of results could result m ' 1
maintenance being upgraded on equipment with relatively msignificant safety
functions, to the detriment of much more vital equipment.

In fact, the main concern should be to have a robustmodel, i.e. to ensure
that everything that is modelled and quantified is modelled and quantified
correctly. In other words, only the most significant human errors and
equipment failure modes should be included, and the major sequences where p
these events occurshould be modelled andquantified. . „ j

It is better for an equipment item not to be modelled than to be moaellea
incorrectly. In the first case there will be no PSA conclusions on the matter,
and other decision-support systems will have to be applied, or a special model
will have to be developed in response to the problem; in the second case, '
erroneous conclusions could be made, with possibly drastic consequences on
plant safety, availability, or operating costs. _ ^

To minimize the risk of improper use of these studies by persons not
involved in their creation, it may be veiy useful to draw up "operating
instructions" for the studies. "Operating instructions" would be based on
intensive use of the graphic interfaces of the PSA model. All the basic events, ^
generic events, and probabilities of accident sequences should be featured
and commented. The main assumptions necessaiy for building fault or event
trees should be described. There could also be a summary presenting the PSA ^
architecture, i.e. the various families of accident scenarios, the systems
involved, the Imks between these systems and the accident sequences (wmch
sequences a given system or equipment item might be involved m). This
document could also specify the scope of validity of the PSA (which data or p
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assumptions can be varied and still provide a valid result). This is certainly a
critical sort of document to draw up, but it would be a most precious aid to
PSyV users [91

Sequential methods are often more complex to use than Boolean
methods, and can give rise to models which are more difficult to use m
applications. They do have the advantage of not requinng sinipliiymg
assumptions to take account ofsequential aspects, and therefore make more
robust models with fewer implicit assumptions, so they are more easily
traceable, though often less legible^. Sequential models must be used appro-
Driately. EDF has therefore cecided to run two PSAs (one on its 900 MW
plants, and one on its future 1450 MW ••N4" Pjants) cWefly using Boolean
models in order to have as much experience with Boolean PSAs as with
"sequential" PSAs. At the outcome ofthese two studies, EDF will be able to
specify the "tool of the future" referred to above.

The development of applications implies a growng number of users on a
variety of sites. These applications can enable PSAs to be ennchea jlUJ.
Incident analysis, for example, makes it possible tovalidate or invalidate PSA
incident scenarios by matching PSAs against reality; it also makes it possible
to detect any initiating events not taken into account m the PbA, or to
recalculate the probability of occurrence of an event. To make it easier to
achieve coherence between these applications and to enable each to benetit
from the lessons learnt from others, it would be advisable for appbcations to
be able to communicate with each other. EDF has therefore developed its
PSAs on networked work stations, and attributes much importance to^h®
management ofdata and models: studies ofsensitivity to a change in models
or data are performed without "overwriting" the results of the refereiKe
study". This organization makes it possible for each developer to work on his
own applications with the same reference model as other developers. The
reference model approved by the safety authorities is updated from tmie^ to
time, taking account of new feedback on experience, amendments to design
or operating procedures, and the contribution of the various applications to
the PSA models.

CONCLUSION

But whatever the progress made in reduction of uncertainties, in the
robustness of models, and in the user-friendliness and management of PSAs,
they are nonetheless a complex and approximated modelizatiqn of reality.
They could be a powerful analysis tool ("What would the risk be if...?), but a
dangerous one ifincorrectly used. That is why it is necessary to make advances
in the completeness and robustness of models, in the accurate definition of
theirscope ofvalidity, and in facilitating operational familiarity with them so
that PSAs can be correctly applied. This requires optimization of the level of
detail, use of complex methods only when absolutely necessary, and
preparation ofmanuals for use ofthese studies. Acompromise must be made
between complete but complex models andmodels that canreally be used.

Furthermore, even complete and detailed PSAs do not give answers to all
questions on safety. New approaches that complement PSAs - particularly
human factors (psychological, cognitive) or organizational factors (with
respect to operation and maintenance) - must be explored in orderto arrive at
a global approach to safety. Progress must also be made in what is known
about PSAs so that their relevant applications and the fields in which they are
of no relevance can be defined in detail. These studies still need to be matured

^ For the same modelling precision, sequential models like Markov graphs are more
traceable than Boolean models in the case of consideration of time dependenciw.
However, when a Markov graphis used, the opportunity is taken to model a largenumber
of time dependencies whereas normally, with a Boolean model, ^e model would be
restrictedto the most important timedependencies; Boolean models therefore appear to be
more simple and more legible than the graph.
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before they can achieve recognized status in the same way as
thermohydraulics, mechanics, or neutronics.

What is at stake in the nuclear industry deserves every ounce of this work!
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AN APPROACH FOR INCORPORATION OF ORGANIZATIONAL FACTORS
INTO HUMAN RELIABILITY ANALYSIS IN PRAs'

Parviz Moieni and Douglas D.Orvis

Accident Prevention Group
16980 Via Tazon, Ste. 110
San Diego, CA 92127

INTRODUCTION

A systematic approach is developed for incorporation of organizational factors
into human reliability estimates to extend the applicability of probabilistic
risk assessment (PRA) to safety culture improvement and integrated risk
management'. The approach is based on use of decision trees, expert judgement,
empirical data on human error {if available) and information collected on

^ organizational factors (OFs) in the form of ratings. The proposed method also
addresses the dependence between multiple operator actions in an accident
scenario due to common organizationally grounded influence factors. This paper
presents a methodology for incorporating the common influence of organizational

'**' factors into estimates of control room crew reliability in PRA.

BACKGROUND

Studies of many large scale disasters such as Chernobyl,Challenger,Piper
Alpha,Three Mile Island have shown that human error is a key cause of the
accidents and,furthermore,organizational and management factors are a strong

*** contributory cause of human errors. Currently, the U.S.Nuclear Regulatory
Commission (NRC) and the nuclear industry are considering the potential benefits
of increasing the uses of probabilistic risk assessment (PRA) and human
reliability analysis (HRA) in risk-based consideration in regulation,inspection

^ and decision making^. Recently,the NRC and other organizations have sponsored
research in the area of identification,measurement,and assessment of influence
of organizational factors on the safety of nuclear power plants (NPP) and other
industries'"^*^. The NRC research included modeling of OFs in PRA'-'.

APPROACH

In HRA technology, the relative probabilities of human errors among different
situations or task contexts are scaled according to a number of performance
shaping factors (PSFs). Traditional PSFs for control room crews include the
c[uality of the man-machine interface (MMI) with respect to instruments and
controls or the emergency operating procedures (EOPs), and training, in the
context of a particular accident scenario.

A logical extension of the PSF concept is to include organizational influences
in HRA models as higher-level influences that may concurrently affect several of

^ the "traditional PSFs" as well as introduce other direct influences on personnel
performance, such as changes in motivation or attitude. With empirically
calibrated PSFs for OFs, the probability of an accident sequence for a given NPP
as calculated for one organizational situation can thus be adjusted to account
for improved or worsened situation at the same NPP, or for inferring the effects

1 This paper is based on work supported by the U.S. Nuclear Regulatory Conunission. Any opinions,findings,and conclusions or
recommendations expressed here are those of the authors and do not necessarily reflect the views of the NRC.
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of OFs on PRA of a different NPP. The approach consists of six steps.

Step I: Develop a Causal Model of the Control Room Crew Reliability

Figure 1 shows a simplified causal model of the control room operating crew
reliability. The main three main categories of influence factors (IFs) for crew
reliability are: 1} knowledge, skill and abilities (KSA), 2) tools and resources
(TR), and 3) motivation and morale (MM). Each of these categories of IFs are
mutually influenced to varying degrees by higher level organizational factors
through plant departments and programs. KSA represents the background of the
operating crews resulting from hiring practices,training program
effectiveness,and crew experience. Tools and resources represent the quality of
physical and organizational resources available to the crew and includes the
quality of control room,quality of procedures and the engineering support of
same,availability of other NPP personnel when needed. Motivation and morale
represent the effects of organizational climate as they affect crew members
likelihood to put KSA and TR to good and proper use.

The demonstration in Figure 1 uses the five groups of organizational factors
comprised of 20 organizational dimensions developed by the collaborative efforts
of four NRC contractors (BNL, PSU, UCLA and Accident Prevention Group)'-®.
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Figure 1. Influence of Organizational Factors Through Departments on Control
Room Crew Reliability

Step II: Develop a Decision Tree For Control Room Crew Reliability

Figure 2 shows a decision tree for estimation of human error probability
(HEP), using the three categories of influence factors, i.e., KSA,TR and MM.
Decision tree provides a structured method to integrate the important influence
factors that affect the likelihood of human errors and quantify their rates.'-*
Preferably, empirical plant-specific and/or generic data would be used as anchor
points in quantification to complement expert judgment.

n
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In Figure 2, the degrees of influence for various IFs are shown by circled
numbers. For example, the degree of influence of KSA on human error probability
is assessed to be a factor of 10; the probability of failure of operators to
perform the required action when their KSA level is judged to be "poor" is larger
by a factor of 10 compared to the case where such factors are judged to be
"good". It is noted that the "degree of influence" of a given IF may vary
depending on the condition of other IFs. This is allowed to model potential
interactions between various IFs. The "conditional error probabilities" derived
in Figure 2 are calibrated with the anchor error probability according to the end
point scales on the tree. The "conditional error probabilities" in Figure 2 are
conditional on the state of the three IFs which derive from the ratings of the
OFs for various NPP departments.
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Figure 2. A Decision Tree to Estimate Human Error Probability

Step III: Determine Ratings for Organizational Factors

Organizational factors are measured, or rated, using various "instruments";
for example, the Behaviorally Anchored Rating Scales (BARS) method Results
of applying BARS and other instruments produce a set of OF ratings on a scale
of 1 (lowest or worst score) to 7 (highest or best score) for the proposed 20
organizational dimensions for each NPP department which are aggrregated to
produce ratings for each of the five OFs. An example of applying such
instruments is shown in Table 1 as developed by BNL/PSU for a representative
nuclear power plant^. The bottom of each column (i.e., Rj in Table 1) shows the
overall (i.e.,average) OF rating for each department.

Step IV: Calculate Organizationally Grounded Ratings for IFs

Figure 1 diagrams potential causal links of organizational influences on crew
reliability but the degree of influence varies among different departments. One
may argue that the operations and training departments have the greatest
influence on the operating crews' KSA compared to the other departments.
Accordingly, the organizational ratings for departments are weighted for their
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Table 1. Organizational Factor Quantification with Respect to
Departments for a Plant

DEPARTMENTS OPS TRAIN LICEN QA ENG SAFE MAINTENANCE

FACTORS l&C ELEC MEC

H

1. Communication 3 3 2 2 4 3 3 2 2

2. Administrative

Knowledge
2 4 4 4 3 3 3 2 2

3. Human Resources

Administration 3 4 3 4 4 4 3 3 3

4. Culture 2 3 3 3 2 3 2 2 2

5. Decision Making 2 4 2 2 2 2 1 1 1

Overall Ratings (Rj) 2.4 3.6 2.8 3 3 3 2.4 2 2

NOTE: Scale = 1 through 7, with 7

degree of influence as follows:

Rating associated with j-th department considering all OFs

(1)

Where:

^ =

w„ = Weighting factor indicating degree of influence of j-th department
on i-th human reliability influence factor;

0 and
j

R; - Rating associated with i-th human reliability influence factor
(i.e., KSA, TR or MM)

Table 2. Summary of Assigned Weighting Factors for Various
Departments and Overall Ratings of Human Reliability Influence Factors

WEIGHING

FACTORS (Wij)

KSA

Tools and

Resources

Motivation and

Morale

OPS

0.3

0.1

0.6

TRAIN LICEN QA

0.6

0.1 0.1 0.1

0.3

ENG SAFE

0.1

0.4 0.1

0.1

MAINTENANCE

l&C

0.1

ELE

C

MEC

H

3.2

2.9

2.8

* NOTE: Scale « 1 through 7, with 7 being the highest (best) score and 1 being the lowest (worst) score.

Table 2 demonstrates the assigned weighting factors and the calculated ratings
for the three influence factors using Equation (1) where the weighting factors
Wq have been directly assigned judgementally. In situations where analysts do not
feel comfortable in directly assigning the weighting factors, structured methods
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such as Saaty's Analytic Hierarchy Process (AHP) can be used.

Step V: Assess Probabilities (or Weights of Evidence) for IFs

The objective of this step is to convert the ratings on human reliability
influence factors (i.e., Rj) into probabilities or weights of evidence (i.e., p;).
A simple linear model is suggested here, i.e., as the organizational rating
increases, the probability that the quality of a specific influence factor (such
as operators* tools and resources) is good also increases. Mathematically:

(2)

m

m

The two extreme ratings may be used to estimate the parameters of the
calibration equation (i.e., a and b). Assuming:

jpj^ =Pr (Quality of i-th influence factor =good) =1if =7 ^3^
= Pr {Quality of i-th influence factor = good) - 0 if

Using conditions (3) in equation (2) yields:

Pj^-Pr {Quali ty of i-th IF - good) =-0 .17 +0 .17 x ; i =KSA, TR, MM (4)

Table 3 siunmarizes the calculated estimates for pj using R, estimates
calculated in Step IV (See Table 2).

Table 3. Summary of Weights of Evidence (pj) for the Three
Human Reliability Influence Factors

Influence Factor Rating Influence Pi s -0.17 + 0.17 X

(Ri) Factor Scale Ri

Knowledge, Skill Good p, = 0.37
and Abilities 3.2

(KSA) Poor p, = 0.63

Tools and Good P2 = 0.32
Resources 2.9

(TR) Poor

n

0

CD

Motivation Good p3 =s 0.30
and Morale 2.8

(MM) Poor P3 = 0.70

Step VI: Incorporate IPs' Weights of Evidence Into Decision Tree

The last step incorporates the information on quality of organizational
factors, departments and crew related influence factors into the decison tree to
produce unconditional human error probabilities. This step is performed by
multiplying the conditional probabilities of the end points in the decision tree
(Figure 2) by the joint probabilities of the three influence factors (i.e., the
product of Pi's) and adding them up. Figure 2 shows the results as "human error
probability" or HEP. The estimated HEP is 0.17, based on the organizationally
grounded ratings of 3.2, 2.9 and 2.8 (all below average for the example plant)
for the influence factors KSA, TR and MM, respectively.

ORGANIZATIONALLY-INDUCED DEPENDENCE BETWEEN MULTIPLE OPERATOR ACTIONS

The dependence between multiple operator actions in an accident scenario due
to common organizational influence factors may be addressed in the decision tree
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framework. This type of dependence between PRA events, in general, has been I
identified by other researchers^-®. To demonstrate the method, consider an ATWS
accident sequence with two operator actions (e.g., operator failure to manually
scram the reactor when the RPS is failed (HEP,) and operator failure to manually
initiate emergency boration (HEPj)). Steps I through V are carried out for each '
individual operator action using individual or the same decision tree as
appropriate. In Step VI, however, the dependency between events is included in
the joint human error probability for the two operator actions (HEPi^j) using
Equation (5): ' ^

8

HBPi j J?j, Jfj) =5^ (JSEPj jIXSA, 7K, WW) X ra, MW) X (S) '"i
C'l ' ' !

•PjcsA

Where Rj, Rj, and R, represent the OF ratings associated with the three ^
influence factors and (HEPc I KSA, TR, MM) represent the human error
probabilities conditional upon various states of the influence factors, as shown
in the decision tree in Figure 2. Note that although both of the two operator
actions are dependent on the same OFs, they are assumed to be conditionally
independent in Ec[uation (5). In other words, there is no direct dependence
assxamed between the two actions. ~

For illustration, we assume that results derived in Figure 2 apply to both
operator actions and are used in Equation (5); the estimate for HEP,j (R, = 3.2,
R2 = 2.9, R3 = 2.8) is 7.6 X 10'^. By contrast, if one treats the two human
actions to be independent (even with consideration of OF influences), the joint
HEP is HEP1,2 (independent) = HEP, X HEP, = 0.17 X 0.17 = 2.9 X 10"= which
underestimates the joint HEP by a factor of about 2.5. The difference between the '
two treatments becomes more pronounced as the number of operator actions in the
sequence of events increases.

Acknowledgments

The authors would like to thank their colleagues V.Joksimovich and
A.J.Spurgin for their contributions,and acknowledge the support and guidance of
the NRG project officers J.Kramer and C.Johnson.

REFERENCES

1. D.D. Orvis, P. Moieni, and V. Joksimovich, Organizational and Management
Influences on Safety of Nuclear Power Plants: Use of PRA Techniques in ^
Quantitative and Qualitative Assessments, Draft NUREG/CR-5752, USNRC (1993).

2. V.Joksimovich, "Where Do We Go From Here in U.S. Nuclear Safety Regulation?", —
Paper to be Presented at PSAM^II Conference ,San Diego, CA (1994).

3. S. Haber and G.Apostolakis, Review of Organizational Factors Research: a
Presentation to ACRS, February 12, 1993, Washington, D.C.,(1993).

4. L.J.Bellamy and T.A.W. Geyer, "Techniques for Assessing the Effectiveness of
Management", Proceedings of European Safety and Reliability Research
Development Association (ESRRDA) Seminar on Human Factors, Bournemouth, (1988).

5. R.Jacobs, et al., "Organizational Processes and Nuclear Power Plant Safety", '
Proceedings of PSA'93, International Topical Meeting on Probabilistic Safety
Assessment, Clearwater Beach, FL,(1993).

6. P.Moieni, A.J. Spurgin and A. Singh, "Advances in Human Reliability Analysis
Methodology - Part I: Frameworks, Models and Data", to appear in Reliability
Engineering and System Safety,{1993).

7. F.G.Landy and J.L. Farr, The Measurement of Woric Performance, Academic Press,
Inc., New York,(1982). ^

8. J.S.Wu, G. Apostolakis and D. Okrent, "On the Inclusion of Organization and
Management Factors Into Probabilistic Safety Assessments of Nuclear Power
Plants", in Probabilistic Safety Assessment and Management (PSAM), Ed. G.
Apostolakis, Elsevier, NY,(1991). ^

/ i

n

r



THE WORK PROCESS ANALYSIS MODEL (WPAM): AN INTEGRATED APPROACH TO
THE INCORPORATION OF ORGANI2^TIONAL PERFORMANCE INTO PROBABILISTIC
SAFETY ASSESSMENT METHODOLOGY

Keyvan Davoudian, Jya-Syin Wu, and George Apostolakis*

School of Engineering and Applied Science
38-137 Engineering IV
Univeisity of California
Los Angeles, CA 90024-1597

Tel: (310)825-1300
Fax: (310) 206-2302

*To whom correspondence should be addressed

INTRODUCTION

Industrial experience and research findings have shown that major concerns regarding the safety
of nuclear power plants (NPPs) and other complex industrial systems are not so much about the
breakdown of hardware components or isolated operator errors as about the insidious and accumulat^
failures occurring within the organization and management domains^ The state of the art in current PSA
methodology is such that organizational dependencies between hardware failures, between human errors,
and between hardware feilures and human errors are not modeUed expUcitly. Instead, t^cu^nt
methodology is confined mosUy to models of isolated human errors and equipment failures , Therefore,
models must be developed that focus primarily on capturing the common-cause effect of organizational
factors on parameters such as equipment failure rates. This, in effect, is analogous to the common^use
feiluie (CCF) analysis of hardware, where the "basic" failure probabilities are left alone and an additional
term (containing the pfactor, for example) is introduced to account for the failure of redundant equipment
due to asingle cause^ In capturing the common-cause effect of organizational fectore on NPP safety,
however, WPAM does more by going beyond conventional CCF analyses and considering organizational
common-cause failures of not only similar, but also dissimilar systems and/or components. Also, as may
be inferred from the common-cause-analysis namre ofWPAM, the methodology goes beyond a mere
recalculation of independent event-probabilities; it is the "common" effect that is of more interest in this
analysis.

AN OVERVIEW OF THE WORK PROCESS ANALYSIS MODEL (WPAM)

Figure 1is an UlustratioB of the WPAM philosophy; that is, it demonstrates the ways in which
organizatioiial factois are viewed to impact NPP safety. TTie top portion of the figure contains asimple

ofan event tree for a typical accident sequence. As can be seen, the fiequency of core damage
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(f^a,) is a function of hardware failure rates (X), human error probabilities (y), etc. The bottom portion
of the figure consists of two levels oforganizational factors: The top level, represented by the overall
culture anditsconstituents, andthe second level, represented by factors contained under decision making,
communications, administrative knowledge, and human resource allocation. The link between the top and
bottom portions ofFigure 1is achieved by recognizing that any one ormore ofthe organizational factois
can influence the quality and efficiency of a given work process. This, in turn, will impact personnel
and/or equipment performance, with the effect being manifested in parameters such as X. and y.

WORK PROCESSES AT NUCLEAR POWER PLANTS

As itsname implies, the Work Process Analysis Model (WPAM) uses nuclear-power-plant work ^
processes as its backbone. Acareful examination ofthese processes shows that, for agiven working unit,
although the goal may be different from one job assignment to the next, the path to achieving that goal
basically follows a standardized pattern. In other words, although each job assignment accomplishes a
different goal, all job assignments follow a standardized flow path. For example, in the maintenance
department, fixing a valve and fixing a pump are two different job assignments. However, they are both
carried out by following the same sequence of steps, i.e., initiating a work request, having the work
request reviewed, planning the work, etc.

Qeariy, the execution ofan assignment from beginning toend (e.g., fi»m initiating a work request _
to documenting the woric) involves a predictable flow path. The term "work process" is henceforth used
inInferring to this flow path (or process). Formally, a work process isdefined asa standardizedsequence
of d^gned within the operational environment ofan organization to achieve a specie goal.

Using work processes, it is the goal of this analysis to identify all possible paths through which
human errors duetoorganizational deficiencies can affect the PSA event tree (refer to Figure 1). InPSA,
each basicevent in eachminimal cutset (MCS) is represented by oneor moreparameters. In the present
study, the dependence that is introduced by organizational factors (OFs) is evaluated by recalculating
basic-event probabilities while accounting for the dependencies among these parameters. As such, the ^
parameters (i.e., Xr, y, etc.) take center stage in the procedure that has been devised to incorporate the
impact of organizational factors into basic-event probabilities. In this procedure, the above-mentioned
parameters are referred to as "candidate parameter groups" (CPGs), i.e,, groups of parameters that are ^
candidates for re-assessment with regard to the OFs.

Thepredictable nature of work processes suggests that a systematic analysis can beconducted to
identify the desirable characteristics ofa given process and todevelop performance measures with respect
to thestrengths and weaknesses in the process. Furthermore, since work processes areclosely related to
plant performance, it is possible to conduct the analysis in such a way so as to facilitate the integration
of organizational fectors and PSA methodology. In order to address these issues, the Work Process
Analysis Model has been divided into two parts. WPAM-I consists ofa mostly qualitative analysis ofa ^
given work process, including anassessment of theimportance of the role of organizational factors in the
overall quality andefficiency ofthe work process. WPAM-II, ontheother hand, consists ofa quantitative
analysis for each dominant accident sequence, whereby the effect of organizational factors on a work
process, and thus, onthe candidate parameter groups is measured and then incorporated into PSA results.

WORK PROCESS ANALYSIS MODEL-I (WPAM-I)

Foreachworkprocess, WPAM-I proceeds by asking the following basic question: How can the
accumulation of organizational failures lead toan unsafe plant condition? In otherwords, how canunsafe
attitudes or unsafe decisions made in the work processes defeat the defenses and barriers of the
organization and be translated into noticeable unsafe events ofeither hardware failures or human errors? ^
In answering these questions, WPAM-I utilizes a three-step procedure to systematically investigate each
work process.

Thte three-step procedure is as follows (for more details, see refl 1). First, a task analysis is ^
conducted foreachwork process which focuses onunderstanding thetasks (e.g., planning, execution, etc.)
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thatare involved in the work process, the plant peisonnel involved in each, the actions involved in each
task and their failure modes, and the defenses or barrieis involved in each task and their failure modes.

^ Second, for each key work process, an "organizational factois matrix" is defined which shows the
organizational factors that mi^t impact the safe performance of each task in the work process. This may
be accomplished by collecting related procedures/documenls on the work process ofinterest, by conducting

^ interviews with plant personnel, and by collecting information on plant operating experience (e.g., through
Licensee Event Reports). Finally, since each task ina given work process can beinfluenced by more than
one organizational factor, it is deemed necessary (for the purposes of prioritizing investigative and/or

m corrective actions and for use in WPi^-II) to rank the pertinent factors according to their importance to
(i.e., their level ordegree ofinfluence on) the tasks ofthe work process under analysis. This last step is
accomplished through the use ofthe Analytic Hierarchy Process (AHP)^ a computer interactive tool that
has been developed to aid in setting priorities.

TheWork Process Analysis Model-I (WPAM-I) along with its products are used as inputs to the
formalism ofWPAM-II, which presents a mathematical algorithm for the quantification and incorporation
of organizational factors into PSA. Hiis is achieved as follows: Recognizing that, in PSA, each basic
event ineach minimal cutset(MCS) is represented by one ormore CPGs, WPAM-II is used to recalculate
basic-event probabilities insuch a way that each new (organizationally dependent) probability accounts

m for (either explicitly and/or implicitly) the dependence among the CPGs. In other words, while WPAM-II
recognizes that it is the CPGs that are dependent due to the influence of organizational factors, it
calculates new probabilities for the events that are modelled by the CPGs asopposed to calculating a new

m value for each CPG.

WORK PROCESS ANALYSIS MODEL-II (WPAM-II)

WPAM-II is composed of two basic steps: Minimal-cut-set screening and quantification (the
details of these steps can be found in reference 5). The first step reduces the list of MCS for each
dominant accident sequence by hi^ilighting only those whose basic events show strong organizational
dependence. Each minimal cutsetnormally contains two or more basic events. The screening process
starts bydefining a vector for each basic event. The purpose of this vector is to facilitate the assessment
of the level of organizational dependence between two basic events. This is achieved by defining four
membeis for eachvector, and then rating each set of two basic events based on the commonalities that
are introduced through the four vector membeis. Ofcourse, one of the vector members is the parameter
which represents the basic event This vector is (WP, CPG, WU, ID) where WP: work process; CPG:
candidate parameter group; WU: woridng unit/department; and ID: system/component identification.

Having this revised list, the quantification process then reassesses the MCS frequencies by first
using WPAM-I to identify the organizational factors which may affect each candidate parameter group,
and then deriving new frequencies for each minimal cut set through the use ofanapproach similar to that
of SUM®.

In general,

where.

•-MCS

f = • TT p^MCS IE 11 ri
i«l

9 The core damage frequency contributed by a minimal cut set,
F* f,g e The initiating event frequency,

p, • The probabilities of basic events, allowing for the influence of
organizational factors,

^ n B The number of basic events in a minimal cut set.
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WPAM is focused on modifying MCS frequencies due to organizational dependencies between
basic events and, as such, considers changes in absolute basic-event probabilities to be second order
effects. This, in effect, means that the first basic event is left alone and SUM isused to reconsider the
conditional probability of the second event given that tiie first event has occurred, and so on. For
example, for a MCS with two basic events,

^MCS " ^lE ' Pi ' p2|l
where p, and pjn are the probabilities ofevents tiiat are modelled by candidate parameter groups.

InOlder todetermine the value ofp2|i, SUM proceeds by defining a Success Ukelihood Index
(SU2,,) as:

= E R, •w, (3)

where,

Wj B Normalized importance wei^t with respect to the jth dimension (or
organizational factor),

Rj B Rating of tiie jth dimension.

Hieweights Wj are obtained by asking experts to "rate" tiie pertinent organizational factors two
at a time (i.e., perform a pairwise comparison) by using the Analytic Hierarchy Process (AHP)^ The
ratings Rj are derived, on the other hand, by using measurement instruments such as Behaviorally
Anchored Rating Scales (BARS), structured interviews, research surveys, and behavioral checklists'*^® to
rate the performance of a plant on each of the organizational factois that are deemed relevant to plant
safety. Normally, a 5-point scale isused, where "1" represents thelowest (worst) score, and"5" represents
the highest (best) score.

Each SU will result in the probability of an event conditional upon the occurrence of its prior
event(s). Considering the first two events of a MCS, a SU will be calculated forthesecond event using
tiie performance rating for the second event (i.e., no dependence is accounted for in the ratings). This
leaves tiie weight to show the organizational dependence between the two events. In other words, in
calculating the SU for thesecondevent, neither theweight for event#1 northat forevent#2 can be used
independentiy. Instead, a combination of tiiese weights has to be used which will bring out the
dependence between the two events. In order to accomplish this task, WPAM-U uses the following
expression for the effective weight,

w = •%
E •w,

where the subscript "21IJ" means "the weight for event #2 given event #1, with respect to the jth
organizational factor."

Having determined SU211, theconditional probability of the second event, p2|i, is calculated as:

log ( P211 ) = a •SLIj,, +b (5)
wheie "a" and "b" are calibration constants (or anchor points) and are deteimined by

log ( P2 ) = ®' (^|I =5) + b (6)

i '

n



and

with

log ( P„ ) = a • (SLIjii = 1) + b
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(7)

H The lower anchor point» which is assumed to be equal to the organizationally
independent probability of event 2, and

^ p^ a The upper anchor point.

Once the minimal-cut-set frequencies in all sequences have been modified, a new core damage
frequency (CDF) must be calculated. Since the number of MCS matypical PSA or IPE can run into the
thousands, computational tools are needed for this recalculation. At present, only a preliminary computer
code has been developed which does not allow acomprehensive recalculation of all the MCS frequencies

^ and, thus, the CDF. For this reason, in a preliminary sample case, the frequency of only one (dominant)
MCS has been recalculated.

^ The example which was used as the sample case was taken from an IPE and involved the analysis
of a MCS contained in oneof thestation blackout dominant accident sequences leading to coredamage.
This sequence contains 150 MCS, with a (sequence) frequency of 6.17 x 10*' per reactor year. For

^ demonstration purposes, only this accident sequence was chosen and, for this sequence, only the top 25
and the bottom 25MCS were retained for further analysis. Following the procedures detailed above and
in references 1and 5, the application ofWPAM to this example showed that the CDF could increase from
it initial value of 1.9x 10^to a new value of 42 x 10^due to the influence of organizational factors.

RISK MANAGEMENT

Sensitivity analyses were performed on the ratings in order to rank the organizational factors in
terms of their effect on plant risk. Once this is done, the results can be used to guide the direction of
organizational improvements and the allocation of resources.

The results of the sensitivity analysis are as follows. First, when all of the ratings arc raised to
^ a value of "3", the CDF isalready reduced to its lowest value (i.e., the IPE CDF). Normally, this would

be expected to occur when the ratings are all raised to "4" or "5" (for the case in which the anchor point
for the IPE values is set at plant ratings corresponding to 5). However, it must be remembered that the

^ estimates used in this analysis are very coarse. Second, improvements in formalization, training, and
coordination of work seem to be the most advantageous in terms of risk reduction. On the other hand,
not much would begained from improvements in interdepartmental communication, for example. Finally,
improving both formalization and training together would reduce plant risk significantiy.

SUMMARY AND DISCUSSION

The WPAM methodology ispredicated onthe observation that the day-to-day operation ofnuclear
^ power plants is, in general, governed by work processes. The research on work processes has shown that

tiiese processes standardize NPP operations while conforming to the defense-in-depth philosophy.
^ Furthermore, the impact of organizational factors on NPP safety may be captured tiurough the use of work

processes (and the personnel, hardwarc, etc. involved in tiiem) as a bridge between tiie organizational
factors and PSA parameters. WPAM-I, tiie first part ofWPAM, was introduced as the first step ofthis

^ integration process.



ITie details of WPAM-II were discussed and, using WPAM-I and its products, the entire Work
Process Analysis Model was applied to a sample case in order to both qualitatively describe and
quantitatively determine the degree to which organizational factors act as common causes of hardware
and/or human failures. Here, itwas shown that, based on preliminary estimates, the common-cause effect
oforganizational factors on basic-event probabilities could cause the overall core damage frequency to
double.

Sensitivity analyses were also performed for the ratings and the results were used to demonstrate
their utility in the allocation ofresources in risk management. For example, for this specific case, itwas
shown that a simultaneous improvement in both formalization and training would reduce plant risk
significantly. On the other hand, improving inter- and intradepartmental communication together would
have lower risk-reduction potential.

Several suggestions can be made for future research. First, no uncertainty analysis was performed
in this study. It isexpected that the uncertainty in the WPAM results will be large because the data for
the analysis aie largely obtained through expert judgment Even though what has been proposed and
demonstrated in the present study may beconsidered a good start, it is clear that the performance of an
uncertainty analysis is essential to the furtherance of what has been accomplished so far. Second,
computational tools are needed which can carry out the procedure in amore comprehensive manner. This,
ofcouise, goes hand in hand with the development of rigorous algorithms through which the impact of
organizational factors on a single minimal cut set can be translated to the impact on the overall coie
damage fiequency. Finally, an important task for the future involves the extension of this work to a
broader range of work processes and even non-work-process related scenarios, i.e., Chemobyl-type
accidents.
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RISK ASSESSMENT - INCLUDING THE "CHAOS" FACTOR
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San Diego, CA 92126-4431

fn

INTRODUCTION

There is no doubt that the number and types of risks be
ing encountered by individuals, businesses, governments and
the world in general are increasing at an alarming rate. It

^ is also becoming evident that conventional methods for asses
sing risk and advising people relative to the impact may not
be sufficient to avoid catastrophic consequences. This can

— result from: (1) not reviewing all of the possible choices
before making a decision, (2) making the wrong decision or
(3) making the right decision too late to change the outcome.
This paper discusses CHAOS^ as it can impact risk assessment.
There have been many new concepts for analysing risk such as:
Artificial Intelligence [Expert Systems], Fuzzy Logic, Neural
l^fetworks and Bayesian Theory^.

„ We propose a simple concept based on a "common sense"
approach to risk assessment which avoids the need to calcu
late probabilities and various cost/avoidance tradeoffs in
favor of a Risk Factor vs/ Expected Time-of-Occurrence. This
concept relies on certain terms that make up a system needed
to understand and quantify the nature of the risk and the
most controllable parameters. As sudh, the terms used in de-

n scribing this method of risk assessment include: (1) Units
having certain characteristics, (2) Objectives pertinent to
the Units, (3) possible Choices that are available, (4) De
cisions made based on the Choices, (5) Action taken by the

^ unit based on the decisions; (6) Results occurring due to the
action and (7) the Evaluation (was the objective achieved?).

In the next section, we assemble these terms in a sys-
^ tematic way to show how various Units can be processed in a

wide range of possible scenarios so that all available choic
es can be reviewed rapidly and a near-optimum decision can be

^ made. The key element in this process is rapid selection,
because certain events can unfold which are not instigated by
the Unit in question but by some other independent Unit.

We also introduce CHAOS as an important aspect of risk
^ assessment. The entire concept of risk assessment, including

the CHAOS factor, is tied together with the DARTBORD computer
software [DARTBORD is an eight character designation].

080 - 15
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DEFINITION OF TERMS

In the introduction, we discussed the items that form
the basis for this risk assessment concept. We define the
terms and how they are used. Figure 1 shows all of the terms
and how they emanate from the UNIT.

^sULTSj

p * 1s\
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1st Dejcislon:
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Result
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/
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State
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Figure 1. Risk assessment including the effects of CHAOS, is
shown as a dartboard with units, objectives, choices, deci-
isions, actions, results and evaluationis.

Terms in Figure 1 are defined as follows:

Unit

This is the prime subject, upon which, all of the terms op
erate in a direct manner. The UNIT may be inanimate [can't
move or function] or animate [capable of moving, making
choices, taking action, being acted on, and having various
characteristics]. A ROCK would be considered inanimate and a
living HUMAN would be considered animate. A ROCK could move
or fall as a result of external force but would still be con
sidered inanimate. A HUMAN may not be able to move or make
too many choices if confined or impaired but would still be
considered animate provided life is present. A ROBOT can be
made of inanimate.material but would have many (or more) of
the characteristics of an animate UNIT. A UNIT can be a very
simple system or it can be very complex and consist of many
other UNITS operating in some environment. For example, a
UNIT may be one Human or an aggregate of all Humans such as
the Total Human Population at a given time. It is also ne
cessary to define where this UNIT is located in space and
time. In the case of the ROCK, it could have been located
miles below the surface of the Earth millions of years ago
but is now perched on the edge of some cliff ready to tumble
down on a road, thus endangering a HUMAN driving a vehicle at
a later time. UNITs, whether animate or inanimate, have
characteristics and these characteristics can also change as
a function of the UNITs' location in space and time. An
individual, community, town, city, county, state, country and
World Community can all be characterized as UNITs. Similarly,
Power Sources, Agricultural entities, Corporations and other
organizations can also be characterized as UNITs. It is
clear that the combination of many types of UNITs with a wide
set of characteristics can be subordinated/controlled by
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other UNITS in a very complex way. This condition c p
Iv expand as the complexity and mobility increase as J-s the
oresent case today. The time available to examine possible
Choices and then make an optimum DECISION 5 i..
decrease. As a result, the likelihood of making a good deci
sion in time to avoid undesirable results also decreases.

Objective

This is the perceived need of the UNIT. For a animate
UNIT, the objective may include: <1) Survival, (2) Territory,
f3> Possessions, etc. Over a period of time, the objective
may change. Objectives can be defined in very specific ways
and are the firk steps in establishing the future course of
events involving the UNIT and its environment.

Choice

This is the possible options available to the UNIT when
considering how to achieve the Objective. There are rs
and opportunities posed by making certain Choices. This ^
eludes the introduction of a Risk Index and an Expected
of-Occurrence . These two quantities represent the primary
concept presented in this paper and are-discussed later.

Decision

For a given Objective, a final Choice is selected which
becomes the Decision to take Action. A Decision to take no
action is still considered to be a Decision and
most frequent one selected [usually because the other Choices
available to the UNIT were not preferred].

Action

This implements the decision. Actions are influenced by
the characterstics of the UNIT and its reaction with the en
vironment existing during the time span of the Action. One
simple example would involve a UNIT in search of FOOD and
WATER. The UNIT'S capability in walking and sensing the pre
sence of this objective would be influenced by the terrain,
weather and actual" location of this Objective.

Result

This is the outcome of the Action. The UNIT has either:
(1) achieved the objective or (2) has fallen short of achiev-
inq the Objective. Full achievement would be rated as [IJ,
partial achievement as [7] and total failure to achieve the
Objective as [0]. This series of Results compared to the
Objectives can be SCORED just as with a dartboard.

Evaluation

This evaluates the results and establishes a SCORE which
could be used by the same or other UNITs in achieving
fic OBJECTIVES. This also includes an Evaluation of the Risk
taken at each specific Space and Time.

080 - 17
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This completes the serial activities shown in Figure 1. The
next step involves methods for (1) making Choices and (2) us
ing previous Evaluations to improve selection of the best
Choice during the time-frame needed to achieve the Objective

LINEAR vs NON-LINEAR SYSTEMS

An important ingredient for making the best Decision
from a group of Choices involves understanding how various
possible Actions might turn out. Most decision-making pro
cesses rely on fairly simple linear behaviour. In practice,
most systems display linear and non-linear behaviour. A Li
near system is generally characterized by being: (1) repeat-
table, (2) predictable and (3) controllable. A Non-Linear
system is often characterized by being: (1) nonperiodic, (2)
erratic, (3) unpredictable and (4) uncontrollable. CHAOS can
result when a controllable and understandable system response
rapidly transforms to an uncontrollable behaviour. To under
stand Choices and then make the best possible decision, the
UNIT must understand what kind of system behaviour is poss
ible. The following discriptions define: (1) Linear system
behaviour and (2) Non-Linear system behaviour.

Linear Behaviour

This is an Action that could be repeated many times from
the same location in space and time with identical results.
In general, the result of a Choice and the same Action would
produce the same RESULT. Because everything is well under
stood and predictable, the RESULT can be controlled.

Non-linear Behaviour

In this case, given the same location in space and time,
the same Action maybe not be repeatable, predictable or con
trollable. As a result, a Choice, subsequent Action and Re
sult would not be the same no matter how many times it was
repeated. Because everything is not understood and predict
able, the Result can be uncontrolled. These definitions help
describe the nature of CHAOS and its relation to risk.

THE CONCEPT of CHAOS and ENTROPY

Chaos Theory is often related to Entropy. Many modern
Physicists regard Entropy as an index of how far the passage
from an ordered to a disordered state has progressed. It may
also be noted, that Entropy is really a statement of what is
most probable rather than what must be. With the immense num
ber of molecules composing bodies large enough to be tested,
the odds are overwhelmingly in favor of the passage of heat
energy from faster to slower aggregation. As a result, the
CHAOS or randomness of molecular motions is intensified; that
is, the total entropy is increased. In order to apply this
concept to Risk Assessment, it needs to be included in the
Choice, Decision and Action components described in the pre
vious sections. Figure 1 also illustrates how this is in
corporated. In order to initialize the CHAOS factor, it is
necessary to start with Steady-State in which there is no

n



CHAOS present. This may not be realistic, but it is the only
way to provide a precise means for performing the analysis.
The next step is to introduce possible disturbances to the

pa, system with the exact location and time yet to be determined.
When and where the disturbances are entered will cause the

"system" to respond differently. The response can be normal
and controlled or it can become unstable. It will be assumed

that instability is an undesireable reaction and therefore
needs to be prevented. Also the onset of instability may not
be evident in its early stages. There may be some random or

^ statistical variations that exist as part of the Steady-State
conditions that mask the early warning signals for instabil
ity. Because of the apparent link between CHAOS and ENTROPY,
it is intuitively obvious that energy in some form must be

f-n introduced to maintain stability. If enough controlled
energy is properly introduced to the system, then stability
is maintained. The most important thing to remember is: That
the energy required to maintain stability be introduced IN
TIME to prevent instability. This can be difficult if the
system is not well understood and the "background noise"
masks the key parameters signalling the onset of instability.

m If instability is present but not immediately detected, then
when the key parameters show variations or values that are
interpreted as leading to instability, an onset of "panic"
may begin. In general, we assume that the initial "panic"

^ preceeds CHAOS. In fact the onset of "panic" will be defined
as the "precursor" to CHAOS. It will also be assumed that the
UNIT [regardless of size or complexity] will be biased toward

m stability and self-preservation and therefore, will want to
prevent "panic" and avoid CHAOS. To do this, the UNIT has
to: (1) recognize the onset of instability and (2) know what
parameters will restore control. We now arrive at the need
for a RISK FACTOR and an EXPECTED-TIME-OF-OCCURRENCE. These
are easy to define:

« RISK FACTOR

A Risk Factor of _1 means that there is a 100% certainty
^ that "panic" and subsequent CHAOS will occur. A Risk Factor

of 0 means that there is 100% certainty that "panic" and sub
sequent CHAOS will, not occur. Therefore, the RISK FACTOR can
only have a value between £ and 1^.

TIME OF OCCURRENCE

This is the time elapsed between the locations in space
and time prior to the actual occurance of "panic" and CHAOS.
If there has been no analysis, sensing or mitigating action,
then only some EVALUATOR will take data as the ACTION takes
place. The exact date for the occurance of a Richter 8+ on
the San Andreas Faults is hard to predict but the maximum
time of occurance can be estimated at 30 years. In Figure 1
the TIME-OF-OCCURRENCE is measured from the time the initial
Decision was made through the time Action took place and ends
when the final Result is recorded. If the UNIT survives the
Action and achieves the Objective in spite of Chaotic condi
tions, the Risk Factor may be less. Conversely, the Risk
Factor may increase if the Objective is not reached.
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DARTBORD, A NEW TOOL FOR RISK ASSESSMENT

We have developed a new computer program [DARTBORDJ that
will run on the more advance PC's which implements the con-
cepts shown in Figure 1. This software is still in the early i
development stage, but shows great promise for solving simple
or complex Risk Assessment tasks. We currently use it to aid
the assessment of Economic and Environmental clean-up tasks ^
and other similar projects. The following applications
illustrate how the program is used: (1) UNIT SEARCH FOR FOOD
AND WATER: In this simple case, a primitive biped is faced
with the need to find water and food (in this case a stream i
with fish). The biped is the UNIT and the OBJECTIVE is the
stream containing food. The UNIT has certain characteristics
(can walk at a certain speed, can live without food for one
week but only three days without water and must rest or sleep
six hours per day). The UNIT must make some DECISIONS from a
set of CHOICES. The location of the OBJECTIVE is not known to m
the UNIT. DARTBORD solves this problem by using the charac
teristics of the UNIT and randomly places the OBJECTIVE at
various near or far locations and SIMULATES the UNIT'S search
until an optimum strategy emerges. (2) POPULATION GROWTH: In ^
this case, the UNIT is the entire human population at a given
point in time on the land mass of the planet Earth. In this
case, the OBJECTIVE is to predict the future population using
constant population growth rates for the linear case and
dependent population growth rates for the nonlinear case. And
finally, (3) GLOBAL SECURITY- Nuclear Explosives/Reactors: In „
this instance, the UNIT is an advanced technology nation sub
ject to potential Terrorist attack using some type of Nuclear
Explosive Targeted at several unknown OBJECTIVES. DARTBORD
simulates the effect of various preventative means needed to
thwart such attacks using Attack/Defend OBJECTIVES.

SUMMARY ^

This paper shows that the most important aspect in making a ^
risk assessment is the selection of key parameters. Also,
critical timing and a clear understanding of Choices are re
quired before making a Decision t.o take Action. One of the
most important concepts introduced by this paper is the need n
to take into account the possibility of CHAOS. In order to
partially automate this risk assessment technique, we have
developed a computer program called DARTBORD to assist in the «.
performance of the analysis. ^
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AN SAR ISSUE FOR THE SAVANNAH RIVER REACTORS
RESOLVED WITH PRA METHODS

Stephen V. Topp

Westinghouse Savannah River Technology Center
Aiken, South Carolina

INTRODUCTION

A Level 1 Probabilistic Risk Assessment (PRA) was completed in July, 1990, and
revised and updated in January, 1993, for the Department ofEnergy production reactors at
the Savannah River Site in Aiken, S. C. The PRA has since been used several times to
guide risk management decisions, as well as to quantify absolute risk and to help in
understanding system interactions. This paper describes one of the risk management
applications where PRA analysis determined that a reactor subcriticality issue being
considered for inclusion in the Safety Analysis Report (SAR) is low enough in expected
frequency that it canbe excluded.

DISCUSSION

Chapter 15.4.4.2 of the SAR, "Other Reactivity Additions During Shutdown", covers
transients than might happen after about thirty seconds following nuclear shutdown. The
following sequence ofevents was being considered for inclusion in that chapter:
(1) Reactor scrams from anycause.
(2) Reactor is restarted near the peak ofthe xenon transient (after about 3hours and

before about 24 hours).
(3) Asecond scram occurs within the 21 hour window after critical when reactor is

at power but before xenon bums out. This scram must be caused by primary cooling
water motor trip from power loss.

(4) Atotal offour ormore rods from the control and/or safety complement fail to enter.
(5) The operating crew fails to get all but three or fewer ofthe missing rods into the core

within four hours.

(6) There is a failure to restore power and start the large primary cooling water motors
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within four hours.

(7) If the large cooling water motors have been successfully started, then the operating
crew fails to actuate the Supplementary Safety System (SSS). This system injects
gadolinium nitrate into the moderator and would keep the reactor subcritical after
xenon decay, even with some rods missing, but requires the large motors to ensure ^
mixing. |

The event treegiven inFigure 1 shows this scenario schematically. The upper branch at
each node represents the answer "yes" to the associated event. The origin of the initiator ^
frequency and the conditional probabilities at each node are discussed briefly below.

Dependencies among the failure events was considered, and it was concluded that the
electro-mechanical events are independent. Past experience with scrams has indicated no
tendency for coupled scrams to occur, for example. The human errors in events 5 and 7 !
could be dependent, because the same crew could be involved in both actions. The failure
probability for event 7 was taken to be fairly large to account for this dependency. n

Event 1—ANY SCRAM This is the expected number of unscheduled scrams per year
that would be followed closely by restart, derived using Savannah River experience over an
18 year period.

Event 2~RESTART PEAK XENON The conditional probability that, given a scram,
the reactor would be restarted during the time that xenon would have built up enough to
have the potential for a significant reactivity transient upon decay, estimated using
experience with Savannah River administrative controls.

Event 3-AREA POWER SCRAM The conditional probability that the reactor scrams
a second time, from loss ofelectric power, within the 21 hour window that xenon effects ^
could be important relative to rod worth. Derived from Savannah River experience with
loss ofelectric power. ^

Event 4-FOUR RODS FAIL This is dominated by a fault tree analysis of failure of
rod reversal to respond to transients.

Event 5~FAIL TO INSERT The conditional probability that the operating crew will ^
not insert the failed rods within four hours, derived using a THERP Human Reliability
Analysis.

Event 6-FAIL TO RESTORE This is the probability that power will not be restored ^
within four hours of the scram inEvent 3, derived using Savannah RiverExperience.

Event 7~SSS The probability that the operating crew would fail to activate the
gadolinium nitrate Supplementary Safety System, derived using a THERP Human n
Reliability Analysis.

The sum of sequencefi-equencies for failure is 2.1 E-10. The consequence of failure is a
violation of Technical Specifications. For criticality to actually occur, this reactor charge
would also have had to been created and operated at power with the margin of control far
out of specifications—itself a low probability event.

The success criterion used at Savannah River for elimination of scenarios fi"om detailed ^
treatment in the SARis an occurrence fi-equency of about E-06 per reactor-year, depending
upon judgments about the uncertainty in individual event fi-equencies that m^e up the total.
The scenario described is far enough below this criterion and is made up of events ^
characterized by some confidence in failure probabilities, so that it was dropped from
further consideration for inclusion in the SAR.

n
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EVALUATION OF REPLACEMENT TRITIUM

FACILITY (RTF) COMPLL^NCE WITH DOE

SAFETY GOALS USING PROBABILISTIC

CONSEQUENCE ASSESSMENT METHODOLOGY (U)

Kevin R. OXula, Jacqueline M, East, and Marlene L. Moore

Process Safety Technology Section
SavannahRiverTechnology Center
Westinghouse Savannah RiverCompany
1991 South Centennial Avenue
Aiken, SC 29803-7657

INTRODUCTION

The Savannah River Site (SRS), operated by the Westinghouse Savannah River
Company (WSRC) for the U. S. Department of Energy (DOE), is a major center for the
processing of nuclear materials for national defense, deep-space exploration, and medical
treatment applications in the United States. As an integral part of the DOE's effort to
modernize facilities, implement improved handling and processing technology, and reduce
operational risk to the general public and onsite workers, tritium processing at SRS wasn^^ from the Consolidated Tritium Facility to the Replacement Tritium Facility (RTF) in

To ensure that operation of new DOE facilities such as RTF present minimum
involuntary and voluntary risks to the neighboring public and workers, indices of risk have
been established toserve as target levels orsafety goals ofperformance for assessing nuclear
safety. These goals are discussed from ahistorical perspective in the initial part ofthis paper.
Secondly, methodologies to quantify risk indices are briefly described. Lastiy, accident,
abnormal event, and normal operation source terms from RTF are evaluated for consequence
assessmentpurposesrelative to the safety targets.

RISK INDICES

The U. S. Nuclear Regulatory Conmiission (NRC) adopted safety goals in 1986 to
broadly define a tolerable level ofradiological risk that is imposed on the public as aresult of
nuclear plant operation.^ Abasis for incremental risk goals indicates the individual nwrtiity
risk ofprompt fa^ity in the United States isabout 5x10^ per year for all accidental causes
ofdeath.^ If an increased incremental risk of0.1% is tolerated, an increase in an average
individual risk ofaccidental death by an increment of5 x 10^peryearresults. TTie goal is
applicable tothe average individual residing within one mile ofthe plant site boundary.

Similarly, approximately nineteen persons per 10,000 population die annually in the
United States asa result of cancer, or about 2 x lO-^ per year. Thus a delayed fatality risk
safety goal of 0.1% would limit the increase to an individual's annual risk of cancer-related
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death to an increment of no more than 2 x 10'̂ per year. The goal is applied to the average
individual residing within ten miles of the plantsite boundary. In practice, comprehensive ^
risk analyses such as probabilistic safetyassessments (PSAs) are used to quantify risks for
comparison to the goals.^

Current DOE facility safety guidance is based on Secretary of Energy Notice 35-91
(SEN-35-91),.issued September 9,1991."* The goalsembody the samesafetyphilosophy to
limit the risl^ offatality associated with DOFs nuclear operations as that endorsed by the
NRCto limitrisk for commercial reaaor operation. TheDOESafety Goalsare

Acute: The risk toanaverage individual in the vicinity ofa DOE nuclear facility for prompt ^
fatalities that might result from accidents should not exceed one-tenth ofone percent (0.1 %) of i
thesum of prompt fatalities resulting from otheraccidents to which members of thepopulation
are generally ex^sed. For evaluation purposes, individuals are assumed to be located within ^
one mile ofthe site boundary. [5 x lO"' per year] P
Latent: Therisk to the population in theareaof a DOE nuclear facility for cancer fatalities
thatmightresult from operations should notexceed one-tenth of onepercent (0.1%) of thesum
ofall cancer fatality risks resulting from allother causes. Forevaluation purposes, individuals _
areassumedtobeloc^ within ten miles of the site boundary. [2 x10^ per year]

DOE personnel, managing and operating contractors, and subcontractor workers
employed on a DOE reservation are typically assigned to a specific facility. A facility is
defined as a building and related structures, tiieir functional systems and equipment, and n
other fixed systems and equipment installed therein, under common process safety '
management.^ Workers assigned to a facility, i.e., facility workers, are to be differentiated
fromco-located workers. The two groups of onsiteworkers are definedas follows:^

Facility worker - Any worker whose day-to-day activities are controlled by process safety —
management programs and a common emergency response planassociated with a facility or
fecility area.
Co-located worker . A worker in a fixed population outside the day-to-day process safety _
management controls ofa given facility area. Inpractice, this fixed population isnormally the
workers atanindependent facility area located some distance from the reference facility area.

A draft safety goal policy was developed forDepartment of Energy nuclear facilities in
1989 by tiie DOE Office of Environment, Safety, and Healtii (DOE/EH).« In tiiis policy m
statement, onsite worker individual risk increments are 0.01 and 0.001 of the U.S.
occupational fatality and general public cancer fatality rates, respectively. The quantitative
goals of (.01) X(1 X10-<) = 1 X10-^ and (0.001) x (2x lO-^) = 2 x 10^ perfacility-year of
operation result, as limiting onsite worker risks due to acute and latent fatality, respectively.
The acute ^idelineworker population refers to tiie zone from tiie facility boundary oraccess
control perimeter (security fence) to one mile beyond. The latent guideline applies from die
facility control perimeter fora distance often miles beyond.

METHODOLOGIES FOR QUANTIFYING RISKS

Two methodologies are used in Uiis studyfor individual risk evaluation and for SEN-35-
91 and DOE/EH compliance determination. A brief description foUows.

Consequence assessment to estiinate individual risk from facility operation for „
comparison against DOE safety goals is performed with software developed to support
PSAs. The primary tool for tiiis purpose is the MACCS code.'-' Parallel effon has been
expended to develop assessment capability for accidental radioactive releases ^m fusion
reactors, resulting in FUSCRAC3.»o-" n

Both MACCS and FUSCRAC3 allow probabilistic sampling of site-characteristic
meteorology, calculation ofairborne plume transport and deposition, organ dose incurred via
shon-term (acute) and long-term (chronic) pathways, and assessment of health effects. „
Acute dose conversion data have been implemented in MACCS for inhalation and skin
absorption of tritium and for long-term uptake of tritium-contaminated water, FUSCRAC3
also accounts for long-term population dose from incorporation of tritium in the food chain
through plant and meat ingestion. In FUSCrRAC3, it isassumed that tritium isin equilibrium ^
witiinon-radioactive isotopesof hydrogen.^2

Both codes predict acute and latent fatality consequences inaconditional complementary
cumulative distribution function (CCDF) format, or, tiie probability Uiat a certain level of —
consequence will be equaled or exceeded for the postulate source term. Variability in tiie
level ofconsequence stems from tiie relative likelihood of meteorological conditions in tiie



area of the nuclear facility. The overall facility CQDF for a measure of consequence is
formed by weighting conditional CCDFs from a set of source terms by the respective set of

(•1 source termfrequencies andsumming in an ^propriate manner.
Population bases for the RTF s^ety go^ con^liance are input to these codes in apolar

coordinate systemfor the promptand latent individual risk goals, respectively. The offsite
prompt risk grea extends from the SRS boundary to one mile away in each of sixteen
compass sectors, while the latent risk area extends from the site boundary to ten milesaway
in each direction. The RTF facility is the coordinate system origin, and average public
vehicular traffic is included.

pn Onsitepromptrisk area extendsfrom the RTF inner controlperimeterboundary to one
piile away in each of sixteen compass sectors, while the latent risk area extends from the
inner control perimeter to ten miles away in each direction. No credit is taken for evacuation
or sheltering in the baseline calculations.

RTF Source Terms and Dose Pathway Assumptions

„ For the determination of individual promptand latent fatality risks, source terms were
developed from postulated beyond-design basis, design basis, and abnormal events, as well
as for normal operation. Beyond-design basis events consider multiple failures and are
developed fromstandardfault/event tree logicmodels. Designbasisevent, abnormal event,
and normal operation sourceterms and theirrespective frequencies are based on the Safety
Analysis Report governing RTF operation.

Tritium initially released from RTF in postulated accident conditions will be a mix of
^ tritiated oxide (T2O, HTO) and elemental tritium (HT, T^. In the plume passage phase ofa

given release, the dose to receptors is based on the tritium oxide component alone. The
elemental component is ignoredbecause of toxicity differences (Ref.DOE 5400.5, Radiation
Protectionof thePublic and theEnvironment). However, ex-plant environmental conditions

(-» over long periodsof timemay convertthe releasedelemental tritiumto the tritiumoxide form.
In thisandysis, results arebased on the tritium oxidespecified in the source term alone.

Healtii effects models are incorporated in botii MACCS and FUSCRAC3 computer
^ codes to interpret the dose accumulated in the early- and long-term phases after an

hypothetical facility accident. The models account for dose rate effects, an important
consideration for realistic prediction of adverse consequences expected in the emergency and
long-term phases following a radioactive release. Two time frames are used: acute - start of
release to seven days after, and chronic - seven days to five years afterward in the MACCS
calculations, and seven days to years afterward in the FUSCRAC3 calculations. Botii
codes usefifty-year doseconversion factors in thechronic phase portion of themodeling.

Theoffsite general public riskcalculations include acute (inhalation and skinabsorption
" uptake) and long-term, or chronic uptake (inhalation, skin abso^tion, food ingestion and

water consumption). Inhalation of resuspended tritium and die ingestion of contaminated
wateris included. An earlydoseperiod assesses earlyexposure, calculating a fifty-year dose

„ commitment from inhalation during plume passage. Ingestion doseduring thechronic period
is a fifty-year dose commitment from ingestion of contaminated food for fifty years
subsequent to the accident. Offsite calculations are performed with MACCS and
FUSCRAC3 for each source term, frequency-weighted and summed at the mean

^ consequence level.
Onsite worker riskdetermination includes theacute period (plume passage) only, andis

calculatedwith MACCS. Inhalation and skin absorption pathways are included,and seven-
„ dayacute inhalation dose conversion factors areused. MACCS calculates latent fatality cases

from direct exposure (direct inhalation andresuspension inhalation) to theresident population
in the ten-mile zonesurrounding the SRS boundary. A risk factor of 8% latent fatality per
person-sievert of effective doseequivalent, ot EDE(8 x 10^perperson-rem) is applied.^^

The component of latent fatality from long-term ingestion of contaminated food is
determined with the FUSCRAC3 code. The food-chain model accounts for transport of
tritium oxide away from the nuclear facility, incorporation of the tritium into soil and
foodstuffs, and subsequent uptake by anitnals and humans. The food-related dose is
incurred over fifty years and isreport^ as whole-body population dose. Adose reduction
factor of two is applied to modify the acute dose rate effect for long-term, chronic
calculations.'^

j—»
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RESULTS

The individual prompt fatality risk within one noile of the site boundaryis zero for all
accident scenarios, at all levels of cons^uence. It is deteimined that the amount of tritium
oxide released must be about 1.9 x 10^ Ci, or an amount significantly larger than that released
in the largest source term.

The individual latent fatality risk within ten miles of the site boundary was evaluated as
8.7 X10-''̂ per individual perfacility-year, ormore than three orders ofmagnitude below the
safety goal of 2 x lO*® per facility-year when postulated accident conditions and normal
operation releases are frequency-weighted and summed. Table 1 lists the components to
indvidual risk for RIP opmtion, indicating normal operation contributes nearly 80% of the
individual risk. The contributing CCDFs and the total summed CCDF are shown in
Figure 1. The risk estimates for the offsite general public could be reduced with prudent
countermeasures, specifically evacuation or sheltering measures during plume passage and
interdiction of foodstuffs to minimize tritium uptake through ingestion pathways in the long-
term phase.

Environmental conditions will eventually conven most of the elemental tritium released
to tritium oxide. A sensitivity study was performed to evaluate overall individual risk
assuming normal, beyond-DBE, and DBE releases are converted to tritium oxide before
human uptake. In this case, the overall risk increased ftom 8.7 x 10*'® to 4.1 x 10-'.

Individual Risks to Onsite Workers

The individual prompt fatality risk within one mile of the RTF facility is zero for all
scenarios, at the mean level of consequence. A "threshold" level of tritium, 1.5 x 10* Ci, is
not available in any of the RTF source terms that would lead to acute fatalities at a 0.5 mile
source-to-receptor distance.

The individual latentfatality risk within tenmilesof RTFis 3.0 x 10-'° per individual per
facility-year, almost fourorders of magnitude below the safety goalof 2 x 10^per facility-
year. Components to the overall risk are listed in Table 1. It is observed that normal
operation contributes about 63% of the individual risk. Figure 2 represents the component
CCDFs and the total CCDF for the onsite co-located workers. Onsite co-located risk is lower
relative to the safetygoal than the offsitegeneral public, principally due to food ingestion of
tritium being considered for offsite populations but not for onsite workers.

Table 1. Individual Risks (per facility-year) from RTF Operation.

1*1

Offsite
(w/o evacuation)

Onsite
(w/oevacuation)

Co-Locaicd
(w/evacuation)

Facility Worker
(w/evacuation)

Individual Latent
Fatality Risk

n

BeyondDesign
Basis

1.08E.10 7.78E-11 2.44E-11 1.15E-8 !

Design Basis
Events

6.30E.11 3.41E-11 1.09E.11 1.70E.9

Abnormal Events 3.79E.12 2.04E-11 6.58E-13 I.OIE-IO

Nonnal Operation 6.99E.10 1.9QE-10 — —

f—»

Total 8.74E-10 3.04E-10 3.60E-11 1.33E-8

Goal 2.00E-6 2.00E^ 2.00E-6 1—1

Individual Acute
Fatality Risk

Total 0 0 0 4.06E.10
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The individual worker risk analysis, as described earlier, accounts for the effects of the
initial plume passage alone. Long-termeffectsarisingfrom incorporation of tridum into the
environment are not included. Itisless likely that released element^ tritium will be converted
to the oxide form during the plume passage phase of the release to effect onsite populations.

Baseline co-located worker risk calculations above were made without crediting
emergency management programs. A sensitivity study was conducted, implementing a
limited evacuation model. Workers evacuate at 3.8 m/s starting at 0.5 hour after the
beginning of the release. During the waitingperiod,workersare engagedin normalactivity.
Evacuees are subject to the effects of the plume passage until they reach a distance of five
miles ^m RTF. Table 1 results suggest evacuation is effective in reducing onsite latent
fatality risk.

A final assessment was performed, modeling evacuation of the RTF work force. In this
case, the RTF personnel are stationary for one hour, at the primary rally point. The
personnel are considered to be standing outside with no protection from the passing plume.
Once the hour has expired, these personnel travel to the SRS boundary at 0.9 m/s. Table 1
lists die results for the RTP facility workers. The acute risk is far below the most limiting of
the quantitative goals (5 x lO*'). The latent risk estimate is a factor of 150 below the safety
guidelinevalue of 2 x 10^ individual fatality per facility-year.

FUSCRAC3 and MACCS are probabilistic consequence models, implying a given
calculation impliciUy contains many model, data, and parameter uncertainties. H^by has
evaluated parameterand model uncertainty recentiy with respect to atmospheric releaseof
tritium oxide.i*A factor of four was observed from median to 95th percentile values. It is
estimated the currentestimates havean orderof magnitude of uncertainty.

Current probabilistic consequence analysis of postulated accidents involving tritium at
Savannah River are now being revised with the Karlsruhe code, UFOTRI.'^ This code off^ers
more realistic modeling options and can assesselemental and oxide releases.

SUMMARY

Operational risk of the ReplacementTritium Facility (RTF) at the Savannah River Site
due to normal operation andfrom a spectrum of postulated accident conditions was quantified
for comparison against acute and latentfatality safety guidelines for the general public and
onsite workers. The SEN-35-91 safety goal value of 2 x 10^per individual per year is met
by more than three orders of magnitude. Ingestion of contaminated foodstuffs dominates the
chronic dose incurred bytiie general public, and in general, this effect causes general public
riskto be larger than that of co-located workers. However, interdiction would greatiy reduce
the overall societalimpactsestimatedin this study.

The individual risks for co-located workers within ten miles ofRTF is smaller by nearly
four ordersof magnitude thana draftDOEgoalof 2 x 10^per individual per year. Evacua
tion and sheltering countermeasures would be effective in reducing these very small risks.
This analysis concludes that RTF risks posedare well witiiin quantitative guidelines estab
lished by the Department ofEnergy for increased incremental ri^.
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FAULT TREE ANALYSIS ON THE F&H CANYON EXHAUST SYSTEMS
AT THE SAVANNAH RIVER SITE

J. Mike Low and Kathiyn Marshall

Regulatory Programs
Nuclear Materials Processing Division
Westinghouse SavannahRiver Company
Aiken, SC 29808

INTRODUCTION

The Canyon Exhaust System (CES) for the F&H Canyon Chemical Separations
Facilities are considered safety class items (SCIs). SCIs are defined in DOE Order
6430.1A as systems, components, and structures, including portions of process systen^,
whose failure could adversely affect the environment or safety and health of the public.
As such, any modification to SCIs must be carefully reviewed for impact to safety.
During the last year, the Savannah River Technology Center of WSRC has been
requested to perfonn two major evaluations on the Canyon Exhaust Systems. These
evaluations include 1) an Upgrade to Canyon Exhaust System (UCES) Project for both
F&H Areas and 2) a Backfit Analysis for a standby diesel generator in F-Area. The
purpose of the first evaluation was toevaluate the impact ofcost reduction options onthe

„ UCES reliability. The purpose ofthe second analysis was to provide justification for not
upgrading anexisting standby diesel generator tomeet current safety class standards.

DISCUSSION

Existing System Description

In each canyon exhaust system, exhaust air leaves the canyon through an
underground tunnel. This tunnel leads to an underground sand filter. The exhaust air is
pulled through the sand filter by four fans in both Buildings 292- F&H. Three of these

^ units are normally inoperation and the remaining unit is in stand-by. The stand-by unit
comes on if the vacuum in the exhaust tunnel drops below a preset level. The filtered
exhaust air is then discharged to either the Building 291- F or 291-H exhaust stack.

^ Normal power for fans 2 and 3 is provided to the Savannah River Site by South Carolina
Electric and Gas. Normal power for fans 1 and 4 is provided by dedicated diesel
generators. Standby power is provided tofans 2and 3 fi'om a 600 kW diesel generator in
Building 292- F&H, Figure 1provides a schematic of tiie existing exhaust system.
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Figure 1. Schematic of the existing canyon exhaust system. Fans 1and 4 are normally powoed by
dedicated diesels, and fans 2 and 3 are ran on utility power. Emergency power is supplied by the
emergency generator.

Fault Tree Modeling

This work was performed using fault tree analysis techniques and the Computer
Aided Fault Tree Analysis (CAFTA) Program. Fault tree analysis provides a structured
method for evaluation of failure modes and sequences in a system, through the use of a
logic model describing system operation. System failure modes are identified by a
deductive reasoning process. This process uses process and operations information to
formulate possible failure scenarios leading to the occurrence of an undesired event,
called the top event in the fault tree. Credible failure modes are logically incorporated
into the fault tree for qualitative and quantitative evaluation. System fs^ure requires the
occuiience ofinitiating and enabling events, and these constitute the basic elements of the
fault tree model. An initiating event must occurin order to begin the failure sequence.
Enabling events are those which allow the failure sequence tocontinue to the top event

For these analyses, some of die operating systems, such as fans 1, 2, and 4, are
considered operating redundant systems. These systems are treated as initiator/enablers
because any individual fan failure can initiate orenable the top event For example, one
scenario could be failure of fan 1 witii fans 2, 3, and 4 in their failed state. A similar
scenariocould be failure of fan 2 with fans 1, 3, and 4 in their failed state. The CAFTA
cutset editor, "CSRAM", allows thefans to be treated as initiator/enablers andadequately
quantifies thesescenarios.

The fault tree logic for this work was developed by reviewing existing fault tree
models (Durant andPerkins, 1983). Theexisting fault tree was revised to reflect current
system design and to include additional design details. The top event for the analysis was
identified as "Exhaust System Failure". Exhaust system failure was defined as the failure
or loss of all four exhaust fans. Initiating events for the fault tree included 1) stack
collapse by earthquake, 2) stack collapse by tornado, 3) exhaust tunnel collapse, and 4)
mechanical or electrical failures that cause an operating fan to fail. The first three
initiating events listed are considered tobesingle event failure nxxies, i.e. the occurrence
ofany one of these events could cause failure ofthe entire exhaust system. The fourth set
ofinitiating events includes loss ofutility power, loss ofa transformer, tie-breaker fails to
open, fan bearingfailure, etc.

Enabling events for the fault tree include those b^ic events that would cause a
second, third, and fourth fan to be in a failed state. These events aresimilar to thefourth
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set of initiating events. The difference is that initiating events are reported in terms of
frequency (rate of failure) and enabling events are reported in terms of probability
(unavailability, unreliability, and/or undependability). Therefore, enabling events report
the probability that a fan will bein a failed state (having already failed to start or failed to
continue running).

Case 1 - Upgrade to the Canyon Exhaust System (UCES)

The canyon exhaust systems in both F&H Areas are over 30 years old. NMPD
Engineering has proposed new canyon exhaust systems for both F&H Areas. Tlie total
project cost to upgrade the exhaust systems in both areas was estimated to be $177
million, TTie UCES consisted of four new exhaust fans, new electrical switchgear, two
new diesel generators, and a new exhaust stack. As in the existing exhaust system, the
UCES assumed three operating fans and one stand-by fan. The stand-by fan would come
on if the vacuum in the exhaust tunnel dropped below a preset level. The filtered exhaust
air would be discharged through a new stack. Normal power for all four fans would be
provided to the Savannah River Site by South Carolina Electric and Gas. Emergency
power would be providedto the fans using the two diesel generators. Rgure 2 provides a
schematic of the UCES.

This evaluation compared the failure frequency of an existing canyon exhaust system
to the proposed exhaust system and two cost reduction options. The first option was
deletion of the decontamination and decommissioning (D&D) activities. D&D activities
included removal of the existing fan building and stack. Collapse of the fan building
would not be expected to impact the proposed activities. However, collapse of the stack
onto the new e:^aust system could have significant impact Elimination of this work
would reduce the UCES project costs by $29 million. The second option was deletion of
the safety class requirements in DOE Order 6430.1A. These requirements included
single failure criterion and redundancy and equipment environment consideration; i.e.
design basis accidents. Elimination of this work would reduce the UCES project costs by
$19 million.
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Figure 2. Schematic of the proposed upgrade to the canyon exhaust system. Normal power is supplied to
the fans by the utility feeders,and standby power is suppliedby the two diesel generators.

Fault trees were prepared to model the proposed UCES and the two options. This
evaluation did not consider beyond design basis accidents. The results of the fault trees
are presented in Table 1. The results indicate that the proposed exhaust system would
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improve system reliability by afactor of about 100; i.e. the system failure rate would H
decrease from onceevery42 years to once every4200years. Evenif the system were not
designed to meet safety class design requirements, there would be an improvement of a
factor of 8.3; i.e. the failure rate would decrease from once every 42 years to once every ^
350 years. This decrease is due to the fact thatdesign requirements have become more i
stringent. Finally, the results indicate that D&D activities could be deleted from the
project with no impact to safety.

Table 1. Results of UCES fault tree modeling.

Descripdon Failure Rate

Failure rateof theexisting exhaust system 2.9E-06/hr

Failure rateof theproposed exhaust system 2.7E-08/hr

Failure rate ofoption 1;deletion ofD&D activities 2.7E-08/hr

Failure rate ofoption 2;deletion ofsafety class design 3.2E-07/hr
requirements

•'i

Case 2 - Backiit for Diesel Generator

The diesel generators that provide both normal and standby power to the canyon
exhaust systems are over 30 years old. Completion of the Upgrade to the Canyon
Exhaust System (UCES) Project is a multi-year task. Between now andthe time that the
project is installed and operating, NMPD Engineering is charged with the responsibility
of keeping the existing canyon exhaust system operating within the safety envelope
specified in the Authorization Basis. This may r^uire the short term replacement of ^
some of the existing components.

Recentiy, thediesel generator thatprovided standby powerto the F-Canyon Exhaust
System failed. SRTC was requested toevaluate three diesel generator altematives forthe ^
F-Canyon Exhaust System. These options were; 1) repairof the failed diesel generator,
2) replacement of the failed diesel generator with a new safety class diesel generator, or
3)replacement of thefailed diesel generator with a non-safety class diesel generator. The ^
cost and schedule of the three options are summarizedin Table 2.

Table 2. Cost and schedule for diesel generator options.

Option Cost($$) Schedule

Repairof the faileddieselgenerator $500,000 8-9 Months
' 1

Rq)la£ement of thefailed diesel generator with a
new safety class diesel generator

$675,000 12-14 Months

Rqplacement of thefailed diesel generator with a
non-safety class diesel generator

Under

$200,000
Immediate

n

As previously stated, the top event in the F-Canyon Ventilation Fault Tree is ^
"Exhaust System Failure". Exhaust system failure is defined as the failure or lossof all
four exhaust fans. The failure scenarios for the fault tree arc 1) failure of the stack liner
and pluggage of the exhaust path due to a 0.04 g earthquake, 2) failure of the exhaust ^
system switchgear due to a 0.08 g earthquake, 3) failure of the stack andpluggage of the
exhaust path dueto a tornado, 4) failure of theexhaust mnnel due to strucmral collapse.



and 5) mechanical and/or electrical failures. The failure rates for these scenarios are 081 -17
summarized in Table 3.

Table 3. Failurescenarios and frequencies for thecanyonexhaustsystenL

DescripticHi Failure Rate

Failureof the stack linerand pluggageof the exhaustpath due to a 2.6E-06/hr .

0.04 g earthquake

Failureof theexhaust system switchgear due to a 0.08g earthquake 2.3E-07/hr

Failureof the stack and pluggageof theseexhaustpath due to a 5.0E-08/hr

tornado

Failure of the exhaust tunnel due to structural collapse 5.0E-08/hr

Mechanicaland/or electrical failure of canyon exhaust system (all 2.0E-09/hr

four fans fail)

No significant air flow through thecanyon exhaustsystem 2.9E-06/hr

The fault tree analysis indicates no significant difference between the three diesel
generator options. ITie predicted rate of failure of the canyon exhaust system does not
change because the fault tree is dominated by failures due to natural phenomena. This
analysis allowed NMPD Engineering to select the most cost/time effective option. Using
fault tree analysis, NPSR was ableto demonstrate that "backfit" of thediesel generator to
meet new safety class requirements did not make good sense (cents).

CONCLUSIONS

As described above, fault tree analysis can be an effective means of documenting
justification for or against proposed changes to a system. The results of the analysis
quantify the change in system reliability due to design modifications. The calculated
reliability can then be combined with cost estimates to determine if the design
modifications are worthwhile.

Upgrades toexisting systems classified NS should beevaluated using a cost benefit
analysis to determine if the proposed upgrades from the original design requirements to
the new NS design requirements are warranted. This cost benefit analysis should be
documented and kept as part of the project file.

n
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FERMI INTERNAL FLOOD ANALYSIS USING A COMPONENT-BASED

FREQUENCY CALCULATION APPROACH

1 1
James C. Lin, Yung-Ming Hou'
Jorge V. Ramirez,^ Earl M. Page^

" 'PLG, Inc.
4590 MacArthur Boulevard, Suite 400
Newport Beach, CA 92660-2027

^Detroit Edison Company
Fermi 2 Nuclear Plant

6400 North Dixie Highway
Newport, MI 48166

INTRODUCTION

An Malysis to identify potential accident sequences involving internal floods at Fermi
Unit 2was completed to fulfill the individual plant examination requirements.' Floods can
be significant core damage scenarios if they cause an initiating event and a common mode
failure of critical systems.

n

APPROACH

Pt Four types of flooding hazard are evaluated inthis analysis: water submergence, water
spray, steam environment, and steam jet. The basic approach was a conservative screening
analysis that first established potential flood sources andsafety equipment locations. Flood
scenarios were identified in terms of the source and type of flooding, the extent of
propagation to adjacent locations, and the equipment impacted. The fi-equencies of these
scenarios were then determined. Important scenarios were combined with independent

^ failures in the overall risk screening model to obtain the estimated contribution to the core
damage frequency. A more detailed analysis was performed to reduce conservatisms, as
required when the preliminary results appeared to be significant.
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POTENTIAL FLOOD SOURCES AND LOCATION OF MITIGATION EQUIPMENT

To identify potential internal flooding sources and the safety impactof floods, the plant
layout was reviewed, and a plant walkdown was performed. The potential flood sources
are documented in a table that lists the flooding locations, propagation paths, nature of the
paths (hatch opening, drains, door, etc.), flood sources (i.e., system/equipment), and the
flooding hazard types. An example page of this table is shown in Table 1. In addition, a
component location table was developed to include components that could potentially be
damaged by the various flooding hazards. This table contains the following information:
component designator, component description, component type, component location,
component elevation, top event in which the component is modeled, and susceptibility of
the component to the flooding hazards. An example page of the component location table
is given in Table 2.

Table 1. An example page of hazard source and propagation path table.

Source

Location

IP Daaeription

Propagation
Path to

A1

A2

A3

A4

Notes:

RB TORUS
Area

RB SBSM SW

Comer

Room

RB SBSM KW

Corner
Room

RB SBSM SE
Corner
Room

Door

Door

Door

Door

Door

Stairway<t
HVAC#

(Note 1)

Door

Stairway#
HVACtt

A2

A3

A4

AS

A1

A6

A1

A1

A7

A1

Door A1

Door B1

Stairway# A8
Penetrat. B1

HVAC# A1

Source

Systeas
(Bcruiiwaentl

RHR (pipes, valves)
CSS (pipes, valves)
HPCI (pipes, valves)
RCIC (pipes, valves)
FPCC (pipes, valves)
RWCU (pipes, valves)
RBFP (pipes, fire
hose, sprinklers)
TORUS (pipes)
EECW (pipes, valves)
TVfMS (pipes, valves)
CND (pipe)

RHR (pipes, valves,
pumps)
RBFP (pipes,
fire hose)
TORUS (pipes)
EECW (pipes, valves)
RBCCW (pipes, valves)

RHR (pipes,
valves, pumps)
RBFP (pipes,
fire hose)
TORUS (pipes)
CMD (pipe)
RBHVAC (pipe, valve)
EECW (pipes, valves)
RBCCW (pipes, valves)

CSS (pipes, valves
pumps)
CST (pipes)
TORUS (pipes)
RBFP (pipes, fire hose)
RBHVAC (pipes, tank,
valves, pumps)
HPCI (pipe-steam)
EECW (pipes, valves)
RBCCW (pipes, valves)

Basard Type
SK SP SE SJ

1. The hazard propagation path with indicates that the path is for the propagation
of the steam-related hazards only.
2. Floods propagating through the equipment and floor drains are considered only for
those enclosed locations in the reactor building and the auxiliary building within which
he flood hazards are likely to be confined.

ni
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Table 2. An example page of equipment/component location table.

Component
Identification

Type Loc Elev
Top

Ev«nt(s) SM

SiMacptabl}itY

SP SE SJ
DESCRIPTION

NSOFISeB EA/ T3L11 643 TT X X X X TT SVA 4B TROTTLE VALVE 2

N30F1S8C E/V T3U1 643 TT X X X X TT SVA 4C TROTTLE VALVE 3

N30F1S60 Eyy T3L11 643 TT X X X X TT SVA 40 TROTTLE VALVE 4

N30F159A E/V T3L11 643 TT X X X X TT SVB 4A TROTTLE VALVE 1

NSOFISSB Eyv T3L11 643 TT X X X X TT SVB 4B TROTTLE VALVE 2

N30F159C E/V T3L11 643 TT X X X X TT SVB 4C TROTTLE VALVE 3

NSOFISSO E/V T3L11 643 TT X X X X TT SVB 4D TROTTLE VALVE 4

N2100F403 AOV T3P5 664 FL X X X X AOV STARTUP LCV

N2101B002 SHTR T3P5 643 FW • STEAM HEATER SOUTH 6S

R1600S012A MCC T3S 641 B2 X X MCC 72R-2A

R1600S023A MCC T3S 641 B2 X X MCC 72L-3D

P4300B001 HX T3S 643 TB • TBCCW HEAT EXH 1

P4300B002 HX T3S 643 TB • TBCCW HEAT EXH 2

P4300C001 MDP T3S 643 TB X X X X TBCCW SYSTEM PUMP NORTH

P4300C002 MOP T3S 643 TB X X X X TBCCW SYSTEM PUMP CENTER

P4300C003 MDP T3S 643 TB X X X X TBCCW SYSTEM PUMP SOUTH

P43F405 AOV T3S 647 TB X X X X TBCCW RETURN TO HX FCV AOV

N2001C018 MDP • TBN7 579 CN X X X X CONDENSER PUMP 'S'

N2001C019 MDP TBN7 579 CN X X X X CONDENSER PUMP 'C

N2001C020 MDP TBN7 579 CN X X X X CONDENSER PUMP *N*

N1100F059A HOV TM23 628 MC X X EAST TURB BYPASS HOV

N1100F0S9B HOV TM23 628 MC X X WEST TURB BYPASS HOV

Notes for susceptability:
* • source of hazard

X - component affected by hazard

FLOOD DATA AND FREQUENCY

The primary source of data includes internal flood data in U.S. nuclear power plants.
The industry experience was reviewed to determine the frequencies of floods in different
parts of a nuclear plant.

The approach to the calculation of flood frequency can be based on the flooding cause
(such as floods due to human errors or hardware failures), the system from which the flood
water comes (e.g., circulating water system, service water system, etc.), the equipment from
which the floods originate, or the location at which the flooding occurs. Each of these
approaches would lead to a different event categorization scheme.

An investigation of the root causes of internal floods in the nuclear plants identifies the
following: human error, procedure inadequacy, design deficiency, hardware failure, and
manufacturing flaw.

Since a flood can be induced by one cause or by a combination of the preceding
causes, the approach used to analyze the flood frequency must be able to represent the
effects of these causes. In most of the previous studies, plant location has most often been
used as the lowest element at which the frequency is evaluated. This is because (1) each
location containing flood source equipment from which a flood may originate can reflect
all types of flooding causes and (2) floods initiated from different source equipment in a
location produce essentially the same worst case scenario. A plant location can be defined
to be as small as an enclosed pump room in which only one or two systems are involved,
or as large as a plant building that encompasses numerous systems. Based on the industry
flood event data, it is not difficult to derive the flood frequency for a plant building or a
large plant area. However, due to plant-to-plant variabilities in design and equipment
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arrangement, the flood frequency for a small plant location cannot be easily determined
from the flood event data without making grossly simplifying assumptions.

The approach adopted in the Fermi internal flood analysis is a hybrid of both building
locations andsource components. This approach startswith a total building flood frequency
andapportions it, based on the fraction of the flood source equipment inventory. To obtain
the source equipment fractions for the frequency apportionment, information on the
plant-specific equipment inventory is necessary. This inventory information is collected
only for those equipment that are considered to be flood source related.

In the events reviewed, floods in the auxiliary/reactor building usually involved failures
of valve gaskets, maintenance errors, pump leaks, or failures of small connections to the
pipes. Only one pipe break (at a welded joint) occurred. This observation suggests
partitioning the building flood frequency according to the majorequipment type that failed
or was mispositioned (or its associatedcomponents failed or mispositioned), ^us producing
the flood. The following five categories were used in this analysis in the classification of
auxiliary/reactor building floods: pump, valve, heat exchanger, tank, and piping.

It is noted that the equipment boundary of the flood source equipment types listed in
the preceding is defined in a broader sense than what is commonly used. For example, a
pump includes the instrument taps, the seal water lines, the casing vent line and vent valves,
the lube oil cooler, etc. With these broader definitions, all of the flood events can be
attributed to one of these flood source categories, regardless of the root causes.

Some flood events reported involve water sprays onto plant equipment without ^
significant water accumulation on the floor. Typically, in a nuclear plant, equipment and
floor drains are provided to collect system leakage and prevent uncontrolled radioactive
releases. Sump pumps are installed to transfer the water collected in the equipment and ^
floor drain sumps to the radwaste process systems. The sump pump is normally rated at
50 gpm with an automatic startup on a high sump water level signal. It is thus assumed in
this analysis that a flood incident with a spill rate of less than 50 gpm would only result in
the spray impact; i.e., no water submergence is assumed.

Based on the relative fraction of flooding events grouped into the five major equipment
categories, the auxiliary/reactor building flooding frequencies were subdivided into the five ^
major equipment categories. Then, based on the relative density of equipment of each
category in each building location, the flooding frequency for each equipment category is
further partitioned into each building location. The total flooding frequency in each ^
building location is obtained by summing the frequencies for the five equipment categories.
Table 3 illustrates the water submergence frequency in each source location of the
auxiliary/reactor building. The frequency of floods in the residual heat removal (RHR) ^
complex pumproom was also estimated using this method. ^ '

Compared to the reactor or auxiliary building, the equipment housed in the turbine
building is much less risk significant. Furthermore, many large openings exist in the turbine
building to allow the flood water to flow freely to the lowest level; i.e., the basement..
Therefore, the frequency of water submergence in the turbine building was not divided into
the individual rooms in the building. However, the frequency of water spray in the turbine ^
building and the frequencies of water spray and submergence in the general service water
pumphouse were apportioned to the various locations based on the relative density of flood
sources. ^

FLOOD SCENARIOS

The flood scenarios are developed as follows:
1. Examine the flood sources in the hazard source table to determine the sources thai

could produce significant impacts on important plant equipment.

i I
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2.

3.

Examine the drainage system and the information in the hazard source table to see
which flood connection paths exist between various locations that might propagate
during the course of the flood.
Produce a list of the floods and the impact of the floods found in Steps 1 and 2. This
list includes the impact on the system in which pipe or tank breaks occur due to the
loss of water, and the impact on the systems exposed to the flood. In Fermi analysis,
this list is documented in the flood initiator impact table. It contains the flood initiator
name, areas that would potentially be affected, and the top events that could potentially
be impacted by the initiator.

Table 3. Reactor and auxiliary building submergence frequency.

STIBKBRGZNCZ FRSOOINCY CXLCULATZOMt

REACTOR BLDG AKD AOX BLDG FLOOD (SN) TSEQ.

NUMBER OF EVENTS

0.0151

PZPZN6

VALVE

PTOP

TANK

BEAT EXCBANOER

TOTAL 17

PZPZNO P (PZPE) VALVE P (VALVE) POMP T (POMP) TANK r (TANK) BX T (BX)

40 3.57E-04 177 l.llB-03 0 O.OOB^OO 0 0.00E*00 0 0.00B«00
16 1.43E-04 11 6.89E-0S 0 0.00B*00 0 0.00E4-00 0 O.OOB^OO
25 2.23E-04 18 1.13B-04 0 0.00S«00 0 O.OOB^OO 0 0.00S«00

4 3.57E-05 9 5.64E-05 0 0.00B«00 0 0.00E«00 0.5 7.84E-05
12 1.07S-04 17 1.06E-04 0 0.00B«00 0 O.OOE^OO 0 O.OOE^OO

4 3.57E-05 3 1.88E-0S 0 0.00E«00 0 0.00E*00 0 0.00E«00
6 S.36E-0S 4 2.51E-0S 0 0.00B«00 0 0.00E*00 0 0.00E*00

20 1.79E-04 12 7.52E-05 0 0.00B«00 1 1.61E-04 1 1.57B-04
18 1.61E-04 14 B.77E-05 0 0.00E«00 1 1.61S-04 1 1.57E-04

5 4.46E-0S 29 1.B2E-04 1 5.738-05 0 0.00E»00 0 0.OOB«OO
5 4.46E-05 14 B.77E-0S 1 5.73E-05 0 O.OOE^OO 0 O.OOE*00
e 7.14E-05 33 2.07S-04 0 0.00B*00 0 o.oos*oo s 7.848-04

15 1.34E-04 28 1.75E-04 4 2.29B-04 0 o.oos*oo 0 o.oos«oo
2 1.79E-05 8 5.O1E-0S 0 O.OOB«00 2 3.23E-04 0 0.OOE«OO
1 e.93E-06 2 1.25E.05 0 0.00B4^00 0 O.OOE^OO 0 O.OOE^OO

10 8.93E-05 15 9.39E-05 0 O.OOBfOO 0 O.OOE^OO 0.5 7.84S-05
10 8.93B-05 25 1.57E-04 0 O.OOB^^OO 0 0.00E-»00 0.5 7.84E-05

4 3.57B-05 4 2.51B-05 0 O.OOB^OO 0 O.OOB«00 0 0.00E-»00
2 1.79B.05 8 5.01E-05 2 1.1SB-04 0 O.OOB^OO 2 3.X3E-04

15 1.34B-04 23 1.44E-04 4 2.29B-04 0 0.00B«00 0 0.00B«00
25 2.23B-04 14 B.77B-05 1 5.73B-05 2 3.23B-04 2 3.13B-04
18 1.61E-04 35 2.19E-04 4 2.29B-04 0 O.OOE^OO 0 O.OOE^OO
10 8.93E-05 67 4.20B-04 0 0.00B«00 0 O.OOB^OO 0 O.OOB-^OO
12 1.07E-04 11 6.89E-05 0 O.OOB^OO 2 3.23E-04 0 O.OOB^OO
22 1.96E-04 98 6.14S-04 5 2.87B-04 0 O.OOB^OO 1 1.578-04

1 8.93B-06 2 1.25B-0S 0 0.00B«00 0 O.OOB^OO 0 0.008«00
1 8.93S-06 3 1.88S-05 0 0.008«00 0 O.OOE«00 0 O.OOB«00
1 8.93B.06 6 3.76B-05 0 O.OOBoOO 0 O.OOE^OO 0 O.OOB-»00
1 8.93B-06 6 3.76S-05 0 O.OOB^OO 0 O.OOE^OO 0 O.OOB^OO
4 3.57B-0S 9 5.64B-05 0 O.OOB«00 0 0.00S-»00 0.5 7.84E-05
3 2.68B-05 13 8.14B-05 0 0.00B<»00 0 0.00B<»00 0 0.00B<»00
7 6.2SE-05 1 6.26B-06 0 0.00B4^00 0 O.OOE^OO 0 0.00B«00
1 8.93E-06 1 6.26E-06 0 0.00B4'00 2 3.23E-04 0 0.00E*00
1 8.93E-06 3 1.88B-05 0 0.00B«00 0 0.00S*00 0 0.00E<»00

17 1.52S-04 60 3.76B-04 4 2.29B-04 0 0.00B«00 1 1.578-04
1 8.93E-06 2 1.25E-05 0 0.00B*00 0 0.00E-»00 0 0.OOE-»OO
1 8.93E-06 0 0.00E*00 0 0.00B«00 0 0.0OB«00 0 0.008*00
1 8.93B-06 0 0.0OB«00 0 0.OOB*OO 0 0.00S-»00 0 0.008*00
8 7.14E-05 12 7.52E-05 2 l.lSB-04 0 0.00E*00 0 0.00B*00
1 8.93E-06 0 O.OOE^OO 0 0.00B«00 0 0.00B-»00 0 0.00B*00
2 1.79E.05 2 1.25S-0S 0 0.00E*00 0 0.00E*00 0 O.OOE*00
1 8.93E-06 1 6.26S-06 0 0.00S«00 0 O.OOB^OO 0 0.00E*00
2 1.79E-05 3 1.88S-05 0 0.00E«00 0 O.OOB^OO 0 O.OOEtOO
0 0.00S*00 0 O.OOE«00 0 O.OOB^OO 0 0.00B*00 0 0.00E*00
0 0.00E«00 0 0.00S«00 0 O.OOB^OO 0 O.OOE^OO 0 0.008*00
1 8.93E-06 2 1.2SB-05 0 O.OOB^OO 0 0.00E«OO 0 0.00S*00
3 2.68S-05 8 5.01B-05 0 O.OOB^OO 0 0.00B*00 0 0.008*00
1 8.93E-06 0 o.oos«oo 0 0.00B*00 0 0.00B«00 0 0.008*00

30 2.68E-04 38 2.38E-04 3 1.72B-04 1 1.61E-04 2 3.138-04

398 3.55E-05 851 5.33E-03 31 1.78B-03 11 1.7BB-03 17 2.668-03

A1 1.47E-03
A12H 2.12E-04

A12S 3.36E-04

A13 1.70E-04
A16 2.14E-04
A17NC 5.45E-0S
A17HE 7.B6E-05
A17S 5.72E-04
A17W 5.fi7E-04
AlBN 2.84E-04

A18S 1.90E-04
A19 1.06E-03
A2 5.38E-04
A2 0 3.91E-04

A21 2.15E-05
A22N 2.62E-04
A22S 3.24E-04
A24 6.0BE-05

A28 4.96E-04
A3 5.07E-04
A34 l.OOE-03
A4 «.09E-04
A41 5.09B-04
A43 4.99E-04
AS 1.25E-03
A6 2.15E-05

A7 2.77E-05
A8 4.S5E-05
A9 4.«5E-05
R1A19 1.70E-04
R1B12 l.OeE-04
R4A16 6.88E-05
R4E11 3.38E-04
A3G1D 2.77E-0S

B1 9.13E-04
Bll 2.15E-05
B14 8.93E-06
B19 8.93E-06

B2 2.61E-04
B20 8.93S-06
B24 3.04E-0S
B27 1.52E-05
B27A 3.66E-05
B2eM 0.00E»00
82SS 0.00E»00

B29 2.15E-05
B3 7.69E-05
B6 S.93E-06
B9 1.15E-03

TOTAL 1.51E-02
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DESIGN CONSIDERATIONS FOR INTERNAL FLOODING
n
I •

Due to the open design and layout of the Fermi Unit 2 pl^t, significant immersion of
components could only take place in the sub-basement of the reactor/auxiliary building and
the basement of the turbine building. Open floor plans and extensive penetrations through
the floor on each level of these buildings would prevent immersion on the upper levels.
Spray can only be a significantproblem for areas with unprotected electrical cabinets and
components near normally operating systems with large, high pressure sources. Major ^
sources of steam in the reactor building include the high energy lines and the building
heating system. The only major steam source in the auxiliary building is the building
heating steam. Since the building heating system contains only low energy steam, the low ^
steam pressure is not expected to result in a steam environment or steam jet severe enough
to cause equipment damage.

N

RESULTS

Internal flooding at Fermi Unit 2 has been evaluated to be a low risk compared to core
damage from othercontributors. Thetotalcontribution to coredamage dueto internal flood
scenarios is about 3% of all contributors. All flood scenarios were estimated to be less than
1 X 10'® events per year except for the following three scenarios:
• Rupture of condensate or RHR system equipment in north reactor water cleanup

pumproom on the second floor of the reactor building results in flooding in the ^
southwest and northwest comer rooms in the reactor building sub-basement. Due to ^
water submergence, the RHR system is failed. Low pressure coolant injection, torus
cooling, and shutdown cooling modes of RHR operation become unavailable. In
addition, long-term operation of the high pressure coolant injection/reactor core
isolation cooling and core spray systems would be prevented by the gradual heatup of
the suppression pool. If all other vessel injection systems (i.e., feedwater, standby
feedwater, and condensate along with vessel depressurization) or heat removal systems '
(i.e., main condenserand torus vent) are also lost because of failures unrelated to the
flooding, core damage would occur. ^
Rupture of the circulating water system or the condensate system equipment in the
turbine building results in a large amount of flood water accumulating in the turbine
building basement. Due to the extremely large water inventory and the high water
flow rates in these systems, the impact ofthis scenario is failure ofthe balance-of-plant : 1
AC power, condensate system, and standby feedwater system by the flood water.
Consequently, vessel injection by the feedwater system and decay heat removal by the ^
main condenser also become unavailable. If all other vessel injection systems or core
heat removal systems were also lost due to failures not associated with flooding, core
damage would occur. ^
Rupture of RHR or condensate equipment in the general area of the third floor of the'
reactor building results in flooding of the southwest and northwest comer rooms in the
reactor building sub-basement. The impact of this scenario is similar to the first ^
scenario.

REFERENCE

1. J. C. Lin, et al.. "Fermi 2 Internal Flood Analysis." PLG-08-19 (1992).
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ADVANCES IN THE METHODOLOGY FOR
THE ANALYSIS OF LOCATION-DEPENDENT HAZARDS
FOR PROBABILISTIC RISK ASSESSMENT (PRA)

James K, Uming and Lawrence A. Bennett

ERIN Engineering and Research, Inc.
2175 N. California Blvd., Suite 625
Walnut Creek, CA 94596-3574
(510) 943-7077; FAX (510) 943-7087

^ INTRODUCTION

Location-dependent hazards to the successful operation of complex engineered
facilities include fire, flood, earthquakes, tornadoes, severe weather, and other natural
phenomena known as external hazards. They also include fire, flood, ej^losion,
chemical attack, biological attack, toxic environments, sabotage, and other "internal"
hazards directly associated with the people and equipment that make up the
process(es) of the facility of interest. These hazards are location-dependent because
they originate in one or a small set of areas, zones, or rooms of a process facihty,

^ affect one or more systems associated with the facihty, and then propagate to other
areas of the facility thus causing multiple dependent failures in process systems. Risks
associated with these hazards include health risk to the general public, health risk to

^ the facility operators, risk of mission failure, and financial risk to facility owners and
stockholders, among others. While the concept ofanalysis of these location-dependent
hazards within a probabilistic risk assessment (PRA) of complex engineered facilities

^ is not new, several advances in the analysis of ^ese hazards have been made over the
past two to three years as a result of the performance of location-dependent hazard
analysis mandated by regulatory requirements such as:

m

• The U.S. Nuclear Regulatory Commission (NRC) requirement to perform
an analysis of internal flooding in nuclear power plant individual plant

^ examinations (EPEs).

• The NRC requirement to perform earthquake, fire, severe ston^ and other
^ location-dependent hazards in nuclear power plant individual plant

examinations for external events (IPEEEs).
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• The upcoming Environmental Protection Agen<y (EPA) requirements for
all facilities manufacturing, distributing, or handling certain hazardous or
toxic materials to develop risk management plans.

The purpose of this paper is to present the current state of the art in location-
dependent hazard analysis methodology and specifically describe several recent
advancements in this technology.

OVERVIEW OF LOCATION-DEPENDENT PRA METHODS

Historically, location-dependent PRA has been applied at varying levels of detail
and at different levels of indenture in facilities, based, at least in part, on the desired
scope of the analysis determined by those funding the PRA work. The basic process
of location dependent PRA includes defining a three-dimensional zone designa^g
system for the facility of interest, locating hazard sources, locating hazard-susceptible
"target" components of important process systems, defining hazard propagation
scenarios, and quantiftring the risk associated with each scenario. In practice,
engineering judgement has been applied at many stages ofthis process, particularly in
hazard source location, target component location, and hazard propagation analysis.
A comprehensive analysis of the impact of location-dependent hazards on overall
facility risk includes the following general tasks:

• Preliminary hazard scenario development
• Facility waikdown
• Initial hazard scenario frequency screening
• Refinement of analysis bases and assimiptions
• Detailed hazard scenario risk quantification

The final two steps are often performed iteratively until each scenario is determined ^
to be below apre-established screening frequency oruntil the scenario frequency is ^ i
low as is reasonably achievable by removing or revising conservatisms in the analysis. -
A flow chartillustrating a typical hazard scenario screening and quantification process ^
is presented in Figure 1.

ADVANCES IN LOCATION-DEPENDENT PRA

1 V.

n

Pv

Analysts performing PRAs for large complex facilities generally develop detailed ^
logic models (fault trees and event trees) to characterize the risk associated with
independent internal failures ofspecific facility* components. These models define the
facility risk minimal cut sets, sets of one or more basic human errors and/or ^
component failures that are both necessary and sufficient to cause a defined
consequence. The impact of dependent events (i.e., common cause failures and
location-dependent hazards) is often "added in" or assessed with the knowledge of the ^
composition of the independent basic event minimal cut sets. For example, in a
nuclear power plant PRA of core damage frequency, it may be determined in the
"independent basic event risk model" that the set of failures including an initiating
event I (such as a reactor trip), and failures of pump A, motor-operated valve B,
pressure transmitter C, and human action D form a minimal cut set (lABCD) that
defines onepossible core damage scenario. Forthis example, let usassume that these
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Figure 1. Hazard Scenario Frequency Saeening and Quantification Process

events are associated with diverse systems or equipment. Independently, each ofthese
five events may have a relatively low failure rate orunavailability upon demand (i.e.,
< 10'̂ per year or ^ 10*^ per demand) thus yielding a very low cut set frequency of
less than 10*" per year. In practice, current fault tree codes, such as FTAP, that are
used in popular risk assessment software may be setup to truncate cut sets at or even
above 10 " per year. This would mean that our example cut set lABCD would be
truncated. This is acceptable inthe independent plant model because other, generally
lower-order, higher frequency cut sets dominate the overall risk. However, this may
not be the case for many location-dependent hazard scenarios. For example, a simple
fire or flood scenario may cause a plant transient initiating event and also, consequent
ly, fail or disable all four additional components in our example cut set at the hazard
scenario initiating event frequency which could be about 10^ to 10"' events per year,
this example illustrates why it is important to, if practical, load location-dependent
hazard scenario basic event impacts into the "front-end" of the risk model rather than
trying to post-process existing cut sets through a"back-end" analysis. Acheck calcula
tion performed during arecent nuclear power plant individual plant examination (IPE)
indicated thattheerrorintroduced by performing traditional "back-end" analysis versus
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082 - 10 n

I •

"front-end" analysis can be significant (greater than 10% ofthe calculated core damage
frequency). Of course, ifall cut sets of the independent lo^c model ^e developed ^
(i.e., no truncation was performed), then back-end analysis of location-dependent
haz^ds can be effectively and efficiently accomplished. However, to analyze complex
facility logic models, it is generally necessary to apply a truncation process to avoid ^
overflowing arrays in current versions of risk applications software and to avoid exces
sive personal computer time.

When applyingfront-end location-dependenthazard analysisusing currentsoftware, ^
it is often necessary to apply two types of logic model runs. In the first type of lyn,
called a TRUE run, the components and other model basic events deemed to be failed
by the location-dependent hazard scenario of interest are set equal to a logical true ^
(guaranteed failure) in the model run input file. In the second type of run, called a

« ONES run, these basic events are set equal to one (1.0) in the input file. There are
advantages and disadvantages to each type of run. The TRUE run yields amathemati- ^
cally correct consequence frequency, and ultimately must be performed to yield i :
accurate risk quantification results. Also, TRUE runs reduce logic model complexity
up front in the analysis, thereby promoting faster run times for cut set generation and ^
quantification. However, the TRUE run does not conserve the hazard-affected basic ,
event identification in the logic model cut sets. Therefore, if, as is usually the case,
recovery analysis must be performed, another method must be used to generate cut ^
sets. The ONES run conserves the hazard-affected basic eventidentification in the rat
sets, but yields a significantly overstated consequence frequency in the risk qu^t^-
cation. This occurs because there are many "parallel" logic paths from the initiating
event to a defined consequence (i.e., reactor core damage) in location-dependent
hazards scenarios. Using current PRA software, both types ofruns must be applied
to yield accurate risk quantification results. ^

If a screening process is applied in location-dependent PRA which has several
defined hazards scenarios, it is advisable to review all scenarios for repeated patterns
of identical basis event impact. Defining these patterns and performing recovery
analysis for cut sets generated by these patterns can significantly reduce the total time ^
and effort involved in location-dependent hazards PRA. For example, in a flood
analysis, the flood liquid (usually water) generally propagates throu^ floor drains,
doorways, and stairwells down to the lowest elevation zones in the facility ofinterest.
Thus, for most flood scenarios where the flood starts ina specific room ofa specific
building in the facility, there is usually a specific set of zones into which the flood
liquid propagates and collects. Performing successful recovery analysis for flooding in
this specific set of zones which appears in the propagation paths of many of the flood
scenarios identified in the location-dependent PRA, can yield successful recovery ofall
of those scenarios. . H

The most thorough and accurate location-dependent PRAs include a careful review
of process support systems such as electric power, component cooling water, service
water, service air, and heating, ventilation, and air conditioning (HVAC) systems. The ^
impact of location-dependent hazards on these systems can cause cascading or
dependent failures that result in risk-significant consequences at process facilities.
Electric power and associated control and instrumentation wiring are often the most p,
challenging systems to analyze in a location-dependent PRA because their associated
cable routing is complex and pervasive throughout many zones of the facility of
interest However, recent experience has shown that many facilities now have
computerized configuration management systems that can be effectively employed to
develop effective cross-reference lists of hazard-susceptible equipment (including
important electric cables) in specific facility rooms or zones. Effective use ofthese
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computerized configuration management systems cm greatly streamline the process of
developing a comprehensive set of hazard scenarios and associated impacts for the
facility of interest. ^ . j *

Other tools and techniques applied by the authors in recent location-dependent
hazards PRAs have proved to be very effective in streamlining ±e analysis process.
While the size restriction on this paper prohibit a fiiU explanation of each of these
tools, they include or deal with the following topics:

• Review of the hazard scenarios in order to ensure the correct transient
response is modeled. In other words, if aturbine trip transient is to be used
as the assumed initiator, perform a review to ensure that hazard induced
failures do not result in other consequential events such as a total loss of
feedwater or a loss of coolant accident (LDCA).

• The importance of clearly stated, realistic analysis bases and assumptions.
It is advisable to develop a list of generic bases and assumptions for
effective hazard screening analysis.

• The linking of hazard-caused process equipment failure and human action
failure basic events to hazard scenarios and specific facility zones through

^ effective data base management techniques.

• The importance of including hazard-independent failures in location-
^ dependent hazards risk models versus the conventional approach offocusing

only on hazard-dependent direct paths to failure.

• Methods for efficiently "pre-processing" hazard-dependent dynamic human
action and recovery action successes and failures prior to risk mpdel
quantification.

• Hazard propagation analysis using time-dependent arguments and models.

^ Application of these tools and techniques can improve the quality and reduce the
manpower associated with location-dependent PRA.

CONCLUSION

M For accurate location-dependent PRA risk quantification, it is import^t to under
stand the difference between front-end and back-end logic model quantification, and
the advantages imd disadvantages of each approach. While back-end quantification is

^ much less manpower and computer run time intensive, itcan yield significantly errone
ous results unless it can be assured thatM cut sets are generated and retained in the
original independent event logic model analysis. This is generally not the case for PRA
of large complex facilities analyzed using current versions of popular risk management
software, which must apply a truncation routine to avoid overflowing an'ays ^d/or
causing excessive computer run time. Tools and techmques for addressing this issue
and other important issues associated with location-dependent PRA have been devel
oped and are being effectively applied in today's risk analyses.

082- 11



082- 12

ACKNOWLEDGMENTS

The authors would like to thank the engineermg, operations, and maintensmce
departments (and particularly the risk assessment staffs) of the following organizations
for their valuable input into the development and refinement ofthe technical tools and
techniques discussed in this paper: Entergy Operations, Inc. (both the Arkansas
Nuclear One and Waterford Unit 3 stafEs) and TU Electric.

REFERENCES

Gaertner, J. ct. al^ "Arkansas Nudear One Unit 2Internal Flood Screening Study," prepared for
EntergyOperations, Inc., May1992.

Iden, D. C, J. K. Timing, and R. Suarez, "Waterford 3Steam Electric Station Individual Plant H
Examination Internal Flood Analysis," prepared for Entergy Operations, Inc., October 1991.

Iden, D. C. and J. K. l iming, "Comanche Peak SES IPE Internal Flood Risk Analysis," prepared for ^
TU Electric, October 1981. j

I iming J. K., J. H. Ambrose, J. M. Nolan, "ANO 1&2 Response toINPO SOER 85-5 Internal
Flooding for Power Plant Buildings," 92-R-0024-01, prepared for Entergy Operations, Inc., ^
February 1993.

Pickard, Lowe and Garrick, Inc., "Muebleburg Probabilistic Risk Assessment Internal Rre and Flood ^
Analysis," prepared for Bemische Kraftwerke AG, July 1990.

Pickard, Lowe and Garrick, Inc., Three Mile Island Unit 1Probabilistic Risk Assessment Internal Fire
and Flood Analysis," PLG-0525, prepared for GPU Nuclear, November 1987.

Pickard, Lowe and Garrick, Inc., "Diablo Canyon Probabilistic Risk Assessment Internal Fu-e and
Flood Analysis," prepared for Pacific Gas &Electric Company, December 1986. ^

Pickard, Lowe and Garrick, Inc., "Beznau Probabilistic Risk Assessment Internal Fire and Flood I
Analysis," prepared for Nordostschweizensche Kraftwerke AG, August 1986. ^

n

n



m

1

m

LOCATION TOANSFORMATION FOR IDENTIFICATION AND SCiyEENING
OF INTERNAL FIRE AND FLOOD SCENARIOS®

T. A Thatcher^ S. A Eide^ and J. L. Jones^

Idaho National Engineering Los Alamos Technical
Laboratory Associates, Inc.

P. O. Box 1625 P. O. Box 51688

Idaho Falls, ID 83415 Idaho Falls, ID 83405-1688

INTRODUCnON

The AdvancedTest Reactor (ATR) probabilistic risk assessment (PRA) included a
comprehensive internal fire and flood analysis. Identification and screening of fire and
flood scenarios involved a location transformation or vital area analysis^. Highlights of
the project include the following:

• Development of transformation equations to model the locations of equipment
corresponding to basic events in system fault treesassociated with the internal
fire and flood event tree

• Accident sequence cutset evaluation completely on a personal computer (PC),
with truncation of cutsetscontaining more than twovitalareas or combinations
of component random failures with a combined probability of l.OE-8

• Automated eliminationof non-physical cutsets for internal fire analysis and for
^ internal floo^g analysis

Screening quantification of all internal fire and flood scenarios, with special
screening values for initiators and human errors

•Work supported by the U.S. Department of Energy, Assistant Secretaiy for
Nuclear Energy, under DOE Idaho Field Office Contract No. DE-AC07-76ID01570.

082 - 13



082 - 14 n
• Comparison of vital areas identified by location transformation with areas ^

identified by only detailed walkdowns

• Efficient and detailed screening process resulting in a logical and traceable
scenario identification and screening that includes the contribution of random
events

The ATR isa DepartmentofEnergy 250-MWy,gn^ test reactor located at the Idaho
National Engineering Laboratory. The ATR has numerous systems related to safe
reactor shutdown and emergency core cooling. Parts of these systems are located in
different buildings and within various rooms and compartments. Different systems
share the same area, and some equipment support more than one system. Thus, the
complexity of the systems and the arrangement of equipment invited the use of a
systematic and thorough approach to determine the most important areas ofthefacility
in terms of fuel damage risk. Complexity was also posed by the nature of fire and
flood events possible at ATR. A fire event can spread to more than one room, and
fire suppression activities can cause additional damage in various areas. A flooding
event can propagate across and/or down through the facility, causing damage to
equipment located far from the source of the flood. In order to aid the identification
of scenarios and to efficiently screen them, the location transformation approach was
used.

METHODOLOGY

The internal fire and flood analysis for ATR involved the following steps:

1. Designate zones (rooms or parts of large rooms) within the bufldings containing ^
equipment important to safety i

2. Develop a general event tree to cover both fire and flood scenarios ^

3. Identify the locations or zones for all of the basic events in the system fault trees n
that could be impacted by a fire or flooding event I

4. Perform a location transformation analysis to obtain sequence cutsets involving
damage to equipment within a zone or zones and the additional random events (not
related to the fire or flood event) that must occur in order to lead to fiiel damage

5. Create flood- and fire-specific sequence cutsets by eliminating cutsets containing
combinations of zones that cannot all be affected by a single fire or flood event

6. Quantify and screenfire and flood scenarios byusing screening initiator frequencies,
propagation (from zone to zone) probabilities, and human error probabilities

! ,
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7. Perform refined analyses for fire and flood scenarios that survived the screening
process.

The location transformation methodology affected all of the steps except step 7.
fm, However, the methodology mainly impacts steps 4, 5, and 6. All of the steps are

summarized below.

In step 1, zones within the ATR were identified mainly to agree with fire zones. In
^ some cases, a zone was subdivided because of the separation of equipment important

to safety. The resultant zones made sense for both fire and flood analyses.
^ Step 2 invoked thedevelopment ofa single event treefor both thefire and flooding

analyses. This single event treecould then be used for all of the internal fire and flood
scenarios identified. The event tree was simplified without introducing significant
conservatisms, and it included only thosesystems that would haveequipment and cable
locations traced. The system fault trees applicable to the event tree had ahready been

^ developed as part of the overall ATR PRA
Step 3 involved identifying thelocations ofequipment modeled in theevent tree and

corresponding fault trees in terms of the zones specified in step 1. In addition to
locations of components, locations were also identified for human actions and for
dependent failures. Only the equipment or cables susceptible to damage firom a flood
or fire event with regard to thebasic event failure mode were traced indetail Ground
rules were developed that provided guidance fordetermining equipment susceptibility,
correspondence between passive component faults not modeled explicitly andexisting
basic events in the fault tree, and treatment of common cause events.

In step 4, the system fault treeswere modified to include information on component
zonesand the accident sequence cutsetswere determined. This step is the heart of the
location transformation methodology. Basic events within the fault trees were
transformed into corresponding zones and (the same) basic events using fault tree
OR-gate logic. For example, if the original basic event for pump failure was named
TUMPA", and the pumpwas located in zone"ZONEl", the transformation equation
would be as shown below:

^ PUMPA = PUMPAX + /ZONEl

The zone "ZONEl" was complemented to allow truncation on the number on zones
^ in the cutset using the SETS code. Additionally, to include cable faults that were

not modeled in the original fault trees, if the pump was located in zone 1, and the
power supply and actuation cables were located in zones 3 and 4, and cable fault
would disable the pump, OR-gate logic can be used to create the transformation

^ equation shown below:

PUMPA = PUMPAX + /ZONEl + /ZONE3 + /ZONE4
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While the "replaced" random event (PUMPAX) must be combined with the zone or ^
zones using OR-gate logic, zones can be logically combined with any combination of
OR-gate or AND-gate operators.

The resultant system fault treeswere then combined to determine sequence cutsets,
using the fault tree linking process. System successes were accounted for by deleting
cutsets that could not occurgiven successes in the sequence in question. (Thisprocess
was performed using only the random events inthe cutsets; such a process was deemed
not appropriate for the zones.) Sequence cutsets were truncated if they contained n
more than twozones or a cutset probability of less than l.OE-8. Human error rates of
1.0 were assumed for this step. The entire process was performed using a personal ^
computer (PC) version ofthe SETS code.^ f

For step 5, given the generalized accident sequence cutsets for the event tree
sequences leading to fuel damage, the results were made flood- or fire-spedfic by
deleting cutsets that contained combinations ofzones that could not be affected by a '
single fire or flood event. The unwanted zone combinations were treated, in essence,
like an event tree success branch. Combinations of events that are successful cannot

occur in the failure cutsets.

Step 6 involved a comprehensivescreeningquantification of all event tree sequences ^
for each potential fire or flood scenario. This quantification was performed using )
screeningvalues for initiator frequencies, propagation probabilities,and human errors.
Also, this screening process assumes that allequipment or human actions within a zone ^
fail given the fire or flood. The plant response to the fire or flood initiator was also —
evaluated because the timing ofsome events may notbe boimded byprevious analyses. ^

Finally, step 7 involved a refined analysis of fire and flood scenarios that were not
screened in step 6. Such refined analyses estimate the actual contribution of fires and -
floods to the overall ATR fuel damage frequency. The refined analysis included ^
refined initiator frequencies, refined estimates of the extent of damage caused by the
initiator, and detailed evaluation of important operator actions.

RESULTS

Adding the location transformation approach to the ATR PRA internal fire and
flood analysesresulted in approximately three weeks extra effort. However, the results
(identification of scenarios and screening quantification) from such an approach were
well worth the effort. A much more comprehensive set of scenarios resulted from the
methodology than would have resulted from just walkdowns. Also, the resultant
sequence cutsets clearly indicate both the areas involved and the complete set of
random component failures involved (including support systems such as electrical,
cooling, actuation, and others). Finally, the methodology is logical and reproducible.
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INTRODUCTION

Following the NRC request that utilities perfomi Individual Plant Examinations (IPEs)
of their nuclear power plants '̂̂ and anticipating NRCs further request for fire risk
analyses3»4, EPRI initiated acoordinated research program to develop foe risk tools to assist
utilities. Aprimary objective ofthe program was to provide an appropriate methodology Aat
would enable licensees toefficientiy identify potential fire-related vulnerabilities. The Fire-
Induced Vulnerability Evaluation (FIVE) metiiodology^ provide tWs capability. Perceiving
that undue conservatism may exist in some past Fire Probabilistic Risk Assessments

is» (FPRAs), EPRI also developed methods and data that improve the realism ofFPRAs.
Therealism of FPRA orFIVE depends in large pan upon the quality and completeness

ofitsdata sources. Fire initiation frequency and automatic suppression reliability can both be
obtained fix)m fire event data. Insights gained from the events data may beuseful inresolving

^ otherfirerisk issues, e.g.,manual suppression effectiveness.
Many oftiie fire risk assessments^ were limited by the availability offire events dat^

The earliest effort to gather fire events data resulted in the "HTGR" fire database^^. 'Hiis
database contained roughly 60 events, 18 of which reported duration. Some FPRAs®-"
developed tiieir own databases offire ignition sources, resulting in some duplicated efforts
and different results. vm

In 1983, EPRI published the Nuclear Power Plant Fire Loss Database, EPRI NP-
317919. This database contained 116 fires that occurred between February 1965 and
February 1982. Events were included only for plants in pre-operational testing* or
commercial operation. This database contained 19 fields that described the plant, the foe
ignition source, any damage caused by the fire, and the fire suppression activities. Inclusion
details offoe suppression activities made tiiis database more complete tiian prior databases.
Fifty-seven of the 116 fire events reported foe duration. More than half ofthese 57 events

• Pre-operational testing has been defined as the period of time between the date ofissue of
a nuclear reactor operating license to the date the reactor was formally connected to a
commercial power grid. This definition ofthe pre-operational testing period has been
redefined in the fu-e event data base as tiie date of issue of a reactorlow power operating
license tothedate the reactor was formally connected toa commercial power grid.
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occurred before the Browns Ferry fire (March 22.1975). and all ofthem occurred l^fore
1978 (For the events occurring from 1978 to February 1982. die EPRI database did not
report duration). While this database included a larger number offire events and a larger
number offire events with reported fire duration, most ofthe events (and all the events with
reported duration) were pre-Appendix R20 (that is, pre-1980 time period). Furthermore, 20 of
the 57 reported events Uiat included fire duration occurred during tiie pre-operational testmg
phaseof plantoperation.

In 1986, NRC published NUREG/CR-458621, often referred to as the Wheehs
Database" in recognition of its author. This database contained 354 reported fire events
representing nuclear power plant experience during construction, pre-operational testing, and
commercial operation from February 1965 through June 1985. Wheelis reported
approximately 300 fire events tiirough February 1982 versus tiie 116 inthe EPRI database.
However, 113 ofthe additional events occurred during construction, a phase EPRI consider^
inappropriate for use in operating nuclear power plant fire risk assessments. The Wheelis
Database contained 31 fields. 15of which were notcontained in theEPRI database. Of those.
nine were used to identify the plant. This database was structured for easy use with a
personal computer.

Unfortunately, as witii tiie early EPRI database^^. a number offields are often empty. In
particular, only 83 ofthe 354 events reported fire durations, 15 ofwhich occurred during
construction. A large fraction of Wheelis' otiier 68 fire events witii durations were also
reported in the EPRI database, which was aprincipal reference for NUREG/CR-4586. These
events were tiie principal data source for tiie 69 events in tiie Fire Risk Scoping Study's
manual suppression database^^ and the manual suppression probabilities in tiie recent
NUREG-1150 fire risk assessments of Surry and Peach Bottom^^^. The Wheelis database p
was also tiie principal source for NUREG-1 ISO's ignition frequencies. Consequentiy, much
of tiie manual suppression basis for tiiese NUREG-1150 studies is derived from the pre-
Appendix Rexperience originally tabulated inthe EPRI database. ^

Despite the usefulness ofthe Wheelis database, anumber ofmotivations for an improved !
databaseremained. BetweenJune 1985and December 1988tiierewere approximately 340
reactor-years ofnuclear plant operating experience. This time period represents nearly 40
percent oftiie total contained in Wheelis and an even larger fraction oftiie post-Appendix R w
experience. A new survey offire events data would increase the fraction ofthe database '
representing current operating practices, thereby making the Individual Plant Examination for
External Events (TPFFP.)3.4 searches forfire vulnerabilities more contemporary.

One furthermotivation existed for improvingthe quality and completeness of fire events
data. In theWheelis database, many of tiie fields contained incomplete information, (jeneral
improvements inevent reporting practices by utilities suggested tiiat more recent descriptions
of fireevents would be morecomplete, especially regarding suppression.

In response to the above considerations, it was decided to build a new fire events
database by updating the Wheelis database to include tiie years tiirough 1988. This update
was performed by reviewing Daily Plant Status Reports (DPSRs) from 1985 tiirough 1988^.
The resulting database was verified and augmentwJ byincorporating new information from ^
other sources including arecent unpublish^ database from an EPRI project26, the Nuclear
Power Experience (NPE) database*"^, and selected fire PRAs^-^ ^•23,24, Other less obvious
sources were also used^^^O*^^ Lastiy, EPRI sent aquestionnaire to utilities requesting them ^
tofill in incomplete fields for previously reported events, as well as toidentify any additional
notable events. TTiis paper describes the EPRI Nuclear Power Plant Fire Events Database
(FEDB) that came out of that effort^^. ^

I

DESCRIPTION OF THE FIRE EVENTS DATABASE (FEDB)

FEDB contains 753 fire events tiiat occurred in PWRs and BWRs between February
1965 and December 1988. The reactor low-power operating license date for each plant was
the principal screening criterion used toidenti^ events for inclusion in tiie database. Use of
the license date assured that a consistent period would be adopted for data collection and
interpretation. A similar approach was used by EPRI in its USI A-44 station blackout
database activities.

n
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The FEDB package consists ofmain database files and asmall dBase program, which is
used to calculate reactor operating experience in days and years. As with the WheeUs
Database. I^B was created using the computer code, dBase in+. however FEDB may be
queried through later versions ofdBase or other database management systems such as Q+E,
pan of theExcel 3.0forWindows spreadsheet package.

TheEPRIFEDB contains 753 fire events with35 fields thatdescribe distinct attributes
of each fire. Table I shows the names, types, widths, anddescriptions of each field. It
contains a substantial database offire durations and suppression times. Nearly two-thirds of
the events (478) reported fire durations, and one-half (374) reported suppression times.

TheEPRI FEDB contains information foreach US nuclear power plantincluding those
plants that are built, under construction, or were at one time planned for construction.
Information such asreactor type, plant and utility name, capacity, date ofoperating license
issuance, date ofreactor decommissioning, date ofinitial criticality, and date ofcommercial
operation are also contained in the FEDB^®. One file can be used to calculate reactor
operating experience to relative to user select event characterizations. Reactor operating
experience can be easily calculated for BWRs, PWRs, or both. Beginning and ending dates
may be varied for different applications. Cuirentiy, the beginning and ending dates are set to
February 1,1965 and December 31,1988 respectively. Table 2shows the reactor operating
experience in years for BWRs and PWRs. both individually and combined, for the current
database contents.

Table L Hre Data Base Structure

Field"

T"
2
3
4
5
6
7

8
9
10

11
12
13
14
15
16

17
18
19

20
21
22

Field Name

INClbENTNO
STATE.TOWN
PLANT.UNTT
CAPAOry
UnUTYPRN
REACTORTYP
REACTORSUP
OL ISSUED
INltlALCRT
COMMEROPER

DATE
TIME
LOCATION
L0C_TAB12
DURATION
DUR_FLAG

MODE_OPER
CAUSE.FIRE
TYPE.FIRE

EXTINGUISH
DETC_MEANS
SUPPjnME

23 SUP.FLAG

24
25
26
27
28
29
30

31
32
33

34
35

AGENT.USED
EQUIP_USED
INITCOMPON
INIT„TAB12
INTTCOMBUS
COMPEFFECT
POWERDEGRA

FORCEDOUTG
DIRECTLOSS
REFERENCE

EXT SYSJF
UTL_UPD

Type

Character
Character
Character
Character
Character
Character
Character
Character
Character
^aracter

Date
Character
Character
Character
Oiaracter
Numeric

Character
Character
Character

Character
Character
Character

Numeric

Character
Character
Character
Character
Character
Character
Character

Character
Character
Character

Widih

T"
35
30
10
60
8

35
10
10
10

8
10
40
40

10
2

40
67
20

67
67
10

67
67
40
40
40
120
10

10
15
50

Description

to each hre incident chronologically.
The stale and town in which the plant is located.
liie plant name and unit number where the fire occurred.
The reactor output, expessed innet megawatts (electric).
The principal utility that operates the plant.
liie type ofreactor.
llie nuclear reactor supplier.
The issuance date of a reactor low powv operating license.
iiie dale the nuclearreactor first wentcritical.
liie date thereactor was formally connected to a commercial
power grid.
The date of ihc fire.
The time the Are occurred.
liie location of the fire.
llie location assigned in the binning process.
llie duration of the Hre.
A numberfrom 1 to 6 that corresponds to the time that a fire
burned.
The plantstatus at the timeof the fire.
The cause of the fire.
Thetype of fire that occurred inreference to NEPA/NFPA
standards.
The persons, systems, ormethods used toextinguish the fire.
The method by whichthe fire was initially detected.
The time taken to extinguish the fire once suppression
personnel or equipment responded.
A mimber firom 1 to 6 that corresponds to the time it took to
suppressthe fire.
The extinguishing agents used to suppress the fire.
liie equipment lo extinguish the fire.
The equipment or item that initiated Ae fire.
The ignition sourceassigned in the binning process.
The substance that initiated the fire.
lite equipment items affected bjr the fire.
l^e percentage power degradauon of the reactor unit that
resulted from the fire.
The numberof days of outage causedby the fire.
Tlie dollar value loss incurred because of the fire.
lite source material in which the fire incident was
documented.
Did the extinguishing system fail?
Utility response.

t For lists ofihe possible Held entries, sec Table A-l, UiiUiy Questionnaire, in Appendix AofNSAC
nSL^^. except where otherwise noted.
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Table 2. U.S. Nuclear ReactorOperatingExperience

Plant Type Reacur Years |
PWR 785.67 J
BWR 478.59 1
Total 1264.27 1

USING THE FIRE EVENTS DATABASE (FEDB)

FEDBwascreated to supply EPRImemberutilities witha generic data sourceto support
fire protection engineers and fire risk analysts. Forexample, a fire riskanalyst can calculate
fire frequencies for specific locations and ignition sources using the fire events database.
Each fire event has been assigned to one of a number of bins (see the L0C_TAB12 and
INIT_TAB12 fields in Table 3) to calculate fire frequencies used by the FIVE methodology.
Additionally, each bin characterizes the plant location and fire ignition source. A fire
protection engineer might be interested in how fires in nuclear plants are detected and
suppressed The database shows that the overwhelming majori^ offires are detected by plant
personnel. Additionally, the database indicates that if a fire is detected by "^Control Room
Observation", it is suppressed approximately twiceas fastas other fires.

FIRE IGNITION FREQUENCY MODEL

The FIVE methodology uses fire ignition source bins to develop estimates of plant-
specific fire zone ignition frequencies. Each bin can also be used to characterize ignition
locations and energetics. Each bin represents a set of operatingexperienceevents and every ;
reported fireis assigned to a bin. Thereaaor operating years (thedenominator for calculating
frequency) wascalculated irom thecommercial operating license issuance date through 1988,
excluding HTGR experience. Total reactor years were evaluated for each area, e.g., PWR H
Au:^aiy Building, Battery Room or Radwaste Area.

FIRE IGNITION FREQUENCY METHOD H
A fire ignition frequency method was developedthat better recognizesplant to plant and

fire area to^ area differences. Itachieves this by identifying a set ofcomj^nents which are
likely to cause fires, but whose locanon(s) often varies among plants. Batteiy chargers and
RPS MG sets are examples of these components. In some plants, these ignition sources are
located in important locations such as cable spreadingrooms.

Some of these "plant-wide" ignition sourcesare unlikely to be in safety related areas, but ;
may be in an importantbuilding, e.g., elevatormotors. In older approaches, these fires would
be "apportioned" to imponant areas based on the amountof combustibles present when, in
reality, it was impossible such an ignition source could be present in a fire area containing ^
safe shutdown equipment.

The EPRI method also uses more locations for determining electrical cabinet and pump
fu-e frequencies. This increased number should also improve the accuracy of the ignition
frequency. The database and the resulting method clears up the confusion regarding p
assigning fires to areactor building. PWR reactor buildings are often primary containment !
and BWR reactor buildings are often secondary containment Locating fires by the location
"reactor building" can be misleading. The EPRI approach bins fires by "BWR reactor
building" and by containment

Finally, the method apportions the number of fires by the number of units at a site as
well as the number of buildings. Past approaches have assumed that each "typical" location in
every plant contained the same numberof ignition sources regardless of whetiier there was
more than one unit or one location. But the amount of equipment in a location varies from
plant to plant. A dual unit site may have two unitsworthof electrical busesin single4160V
and 480V switchgear rooms, whilea single unit site may haveone unit's worth equipment in
four rooms.

n
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The EPRI method currendy uses the assumption that the amount ofequipment isequal
among units. While this assumption is not perfect, it is believed to be better than that
previously used. This assumption is believed to be most accurate for safety related
equipment, whose total numbers are controlled more by regulation. Safety related equipment
ignition sources are most likely to be in places containing safety related power and control
circuits. A summary of the method ispresented inTable 3.

Table 3. FireIgnition Sources AndPlant Location

Ignition Source |
Plant Location Fire Ignition Source Weighing Factcff 1

Method i

Auxiliary Building Electrical cabinets B 1
(PWR) Pumps B 1
Reactor Building Electrical cabinets B 1
(BWR) Pumps B 1
Diesel Genenuor Diesel generators A

Electrical cabinets A

Elecuical cabincts A

Battery Room Baueries A

Control Room Electrical cabinets A 1
Cable Spreading Room Electrical cabinets A 1
Intake Strucuire Electrical cabincts A 1

Fire Pumps A 1
Others A

Turbine Building T/G Excilor B

T/G Oil
T/G Hydrogen B

Electrical cabinets B

Other pumps B

Main (bedwater pumps A

Boiler B

Radwaste Area Miscellaneous components A

Transformer Yard Yard transfonners(propagating to Turbine Building) A

Yard transfonners (LOSP) A 1
Yard transfonners (Others) F 1

Plant-Wide Fire protectionpanels F 1
Components RPS MG sets F

Non-qualifiedcable run E

Junctionbox/splicein non-qualified cable E

Junction box with qualified cable E

Transformers F

Battery Chargers F

Ofr-gas/H2 Recombiner (BWR) G

HydrogenTanks G

Misc. Hydrogen Fires C

Gas Turbines G

Air Compressors F

Ventilation Subsystems F

Elevator motors F

Dryers F

Transients D

Cable fires caused by welding C

Transient fires caused by welding & cuuing c \
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TABLE 3 NOTES ; IGNITION SOURCEWEIGHTING FACTOR METHOD

Zone specific ignition sources should be verified with awalkdpwn. Values can be
estimated using methods other than direct counting, including engineering judgment Based
on experience, estimated values witiiin about 25% can be used.

A Noignition source weighting faaor is necessary.

B Obtain the ignition source weighting factor by dividing the number ofignition ^
sources in the fire compartment bythenumber in tiie selected location. j

C Obtain the ignition source weighting factor by calculating the inverse ofthe number
ofcompartments in the locations. Exclude any areas contained in locations other
than in this table.

D Obtain the ignition source weighting factor by summing the factors for ignition
sources which are allowed in thezone anddividing by thenumber of zones in the
locations in this table. For example, ifcig^tte smoking isprohibited do not include _
the cigarette smoking factor inthe calculation. The factors are:

Cigarette Smoking 2
Extension Cord 4 ,
Heater 3
Candle 1
Overheating 2 pi
Hot pipe 1

Overheating addresses errors while heating potential combustibles, e.g., battery
terminal grease.

E Obtain the ignition source weighting factor by dividing the weight (or BTUs) ofcable
insulation in area by the total weight (orBTUs) ofcable insulation inAppendix R
fire areas, not including fire areas in either the radwaste area orthe containment. p
Cable insulation weights (or BTUs) are provided inAppendix Rcombustible '
loading. (Junction boxes and splices are assumed to be distributed inproportion to
the amount ofcable.) ^

F Obtain the ignition source weighting factor by dividing the number ofignition
sources in the fire area by the total number inall the locations in this table.

G Obtain the ignition source weighting factor by dividing the number ofignition
sources in the fire area by the total number inall plant locations, including locations
that were not specified in this table. ^

FIRE EVENTS DATA SYNOPSIS

NSAC-178L32 contains asynopsis of the fire events experience which is organi^ by H
the fire ignition source bins used in tiie above-mentioned method. The synopsis identifies a
number ofpotential conservatisms in the fire ignition frequencies which are determined by
including every event in the database. The report states the number of fires which have
occurred early in plant life, e.g.. before the first year of commercial operation is complete.
During this "infancy" or"bum in" period an increased fire frequency is seen for many fire
types. Control room fires area notable example.

The report also identifies when apotential exists for so-called recurring fires, that is. fires
occurring over a short time period due to the same cause. The root cause may not be
applicable to the plant in question, oritmay be identified and repaired atoUier plants due to
knowledge gained from the first plant's experience. Consequentiy, it isconsewative tocount ^
such recurring fires for a generic calculation. Indeed, the control room ignition frequency I
used inthe NUREG-1150 fire analyses23«24 is based on three fires instead offour because a
recurring fire condition was identified. This condition, along with others, isidentified in this
report. ^



Finally, the repon identifies self-extinguishing fires and fires suppressed solely by de-
M energizing the ignition source. These fires are conservatively counted in the fire igmtion

source fluency, but identified in the report for the user to consider tiiem more realistic^y m
an evaluation ofvulnerabilities. The synopsis in NSAC-178L also describes interesting or
unique fire events and trends or root causes where they could be identified from the source

^ information. ^ ^ • j <•
Another focus of the synopsis is the suppression anddetecnon means used tor the tire

events and the associated suppression times and fire durations. The number of fires
^ suppressed by different means and the range offire durations are noted for each igmnon bm.

The evidence from the database indicates that the difficulty insuppressmg fires isrelated to
the ignition source involved. Further, the longest duration fires occur in components less
likely to be located in areas containing safe shutdown equipment and, therefore, less likely to

^ be significant in asevere accident fire risk assessment (e.g., the turbine generator, charcoal
filters, station transformers, hydrogen storage tanks, etc.).

t

EXAMPLE FIRE BIN SYNOPSIS

Control Room Fires

Twelve electrical cabinet fires occurred. Two ofthe fires occurred between issuance of
^ the operating license and the date of commercial operation. One fire occurred in the first year

ofcommercial operation. These three fires indicate aprobable *Hnfancy period".
The ignition frequency model is based on panel fires. The single kitchen fire is counted

as apanel fire for ease of implementation. The fure ignition fi^uency is 9.5E-3 per reactor
year. Because no control room fu^s were considered in plant-wide component bins, this fre-

^ quency is directly comparable toother data sources.
Thesources of electrical cabinet fu^s aredistributed evenly among plant types except for

two fires occurring at a single plant over a few days. These two fires have been classified as
recurring fires by SNL in the NUREG-1150 fire PRAs. We endorse this conclusion. Seven
fires occurred at BWRs, and five fu-es occurred at PWRs.

Each fire was manually suppressed. The means for suppression were asfollows:
• 1 de-energized
• 5 portable extinguishers

^ • 1 none (fire went outof its ownaccord)
• 5 unknown ^ ^ vt

Fire duration times ranged from 30 seconds to five minutes for six of the events. No
/•A, time period was reported for the others; however, one was reponed to have been "quickly

extinguished", one was characterized as "relatively small", and the two other event descriptions
didnotimply a fire of significant severity.

SELECTED IMPORTANT INSIGHTS

In the FEDB, three control room fires occurred before the end of the first year of
commercial operation, indicating an "infancy period" is probable for control rrom elwtri(^
cabinet fires. Also, two of the fires are considered recurring fires. Tr^tionally, Md in the
NUREG-1150 studies, these fires may be counted as asingle event. Finally, one ofthe fujes
was akitchen fire. Itis not representative for electrical cabinet fire scenarios. Consequently,
five ofthe twelve control room fires, nearly one half, could be inapplicable toa generic control
room fire frequency calculation for commercial operation, irrespective ofconsidenng the
severity and length of the fire. Ifthese fu-es are omitted, the fire frequency for asingle unit
site is roughly twice the frequency predicted in NUREG/CR-48403 and used in Ae
NUREG-1150 studies. As the attempt tocapture ascomplete a fire exiwrience aspossible
progressed, itisnoted that tlie frequency offires increased and fire severity decreased. This
IS generally because less severe fires may not have been considered in earlier fire event
databases.

The NUREG-1150 fire risk studies of Peach Bottom^^ and Surry23 indicate that the
control room is one ofthe dominant locations for core-damage frequency due tofu-es. The
principal cause of NUREG-1150's control room core-damage frequency was the need to

082 - 23



082 - 24

evacuate the control room and shutdown tiie plant from tiie remote shutdown panel.
NUREG-1150 used a frequency ofcontrol room fires of 4.4 x /year. Sandia guessed
tiiat one inten fires would result inenough smoke tocause evacuation ofthe control room, "
resulting in afrequency of serious fires of4.4 x 10"^ /year. The EPRI fire event database has
12control rxx)m fires, all of which were relatively minor. If tiie next control room fire results
in enough smoke to cause evacuation oftiie control room, tiien a Chebyshev upper Iwund ^
95% confidence limit using tiie EPRI database would be one in thineen rather than one in ten •
guessed by Sandia. Neither this estimate nor tiie Sandia estimate can be technicaUy justified.
Sandia was at a serious disadvantage inhaving extremely sparse data, but recognized that not ^
every fire isa serious fire. This experience isone demonstration oftiie need to continue to
update the EPRI database, since the Chebyshev upper bound 95% confidence limit is also
based on sparse data, and isnot technically satisfactory. Thus, the conditional probability ofa
serious fire, given acontrol room cabinet fire, is less tiian tiie 0.077 Chebyshev upper bound ^
95% confidence limit rather tiian tiie Sandia guessed 0.1. Further datais expected tocontinue
to lower this number, thou^ to what degree cannot bepredicted.

More importantiy, in tiie seven control room fire events tiiat reported fire event duration
information, all seven fire durations and suppression times indicated that control room
suppression would occur quickly as a function of time. EPRI has published a human
reliability model33 for predicting the time and probability ofactions performed in tiie control
room based on observed times to perfonn tiiem. Acompanion study^ applied tius model „
and the FEDB data to control room electrical cabinet fires. That study found that the ; ^
probability ofsuppressing an electrical cabinet fire before smoke obscured the control boards
was roughly a factor ofthirty lower than Sandia's guess ofone inten. The EPRI Fire PRA
Requantification Studies^^ determined tiiat tiie probability ofobscuring tiie main control
board was 4.5x 10-5 /yr.fora single unit plant. '

The FEDB experience does indicate that some smoke can enter tiie control room from
fires in other ignition source areas. Smoke was smelled in the control room in three p
ventilation system fires. However, based on tiie event descriptions in tiie database, tiiese fires ,
did not appear toresult in a significant amount ofsmoke accumulation inthe control room.
The suppression times reported for two oftiie tiiree events indicated only minor fires, i.e.,
onlyone andtwo minutes. P

Containment fire experience is also worth noting. Most containment fires appear to be J
inapplicable to an IPEEE. The fires did not occur at power and tiie trend in fire frequency has
been markedly down. Twenty two of tiie tiiirty five fires occurred during shutdown orpre-
operational testing. Fourteen of the tiiirty five fires were reactor coolant pumps fires. Twelve n
of tiiese occurred in 1980 or earlier. Theremaining twooccurred at tiie sameplantwitiiin two
years, an indication of a potential recurring fire condition. The reduction in RCP fires is
probably due to design and operating changes taken to reduce tiie frequency oftiiese fires. ^
including and especially lube oilcontrol measures.

Lastiy, die information in FEDB provides tiie basis for sanity checks offire propagation
and damage predictions using analytical codes. The uncertainty in tiie COMPBRN code36,
tiie principal tool used in past FPRAs, has been noted in tiie Fire Risk Scoping Study22 and ^
in tiie EPRI Fire Risk Requantification Studies34. One example insight tiiat could bedrawn
from tiiedatabase include tiie numberand typesof fire ignition sourcescausingdamage to
otiier equipment. n

A review of tiieelectrical cabinet fires in tiie database mdicated tiiat it is unhkely tiiat an
electrical cabinet fire would damage otiier equipment. Of the more tiian one hundred such —
fires, only one might have caused damage based on the event description and the source
information. In that event, tiie additional buseslost appearmorelikely to be as a consequence ^
of the electrical failure ratiier than the fire itself.

SUMMARY

TheFEDB has proven a useful source of information fora fire risk andother analysis.
The ignition frequency method is identical witii the method used in FIVE^ and EPRI's Fire
PSA Method37. The event experience for deluge and pre-action systems is the primary
source of reliability information for these systems. No other source was found to be as
complete in a review of public domain information for suppression system reliability^^.
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Reviews of the event experience for selected ignition sources or for specific issues can
provide valuable insights and sanity checks. Fire risk analysts and fire protection engineers
can use the information contained in the FEDB tofocus njore quickly onthe dominant causes
offire risk and, having done so, perform a more realistic analysis as well. The EPRI Fire
Events Database is the most complete fire events database available for nuclear power plants
knownto the authors. , . v. n

Futureusesof the database include: (a)performance based regulation, (b) unproved(less
bounding) fire risk studies, (c) cost-effective fire protection programs, (d) fire brigade training
guidance, and (e) insurance and fire detection/suppression system optimization.

EPRI has formed the EPRI Fire Data Exchange (EFDE), whose goals include (a)
updating the FEDB annually based on member contributed information, U.S. Nuclear
Regulatory Commission Licensee Event Reports, and other public sources; (b) accumulating
data for utility nuclear and non-nuclear facilities; and (c) analyzing the data for insights and
historical trends. The EPRI FireDataExchange (EFDE) willconsider eventual expansion to
cover detection and suppression system operational and testing data, and data to allow
members to better focus their fire protection resources to be as costeffective as possible,
while ensuring safety ofpersonnel and property. Advice to EPRI on the future technical
direction will be provided by an EFDE Steering Committee, which will consist ofExchange
member representatives.
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APPLICATION OF DECISION SUPPORT SYSTEMS TO

ENVIRONMENTAL RESTORATION PROCESSES

DavidW. Rice, Jr„l DavidBell,^ and John Ziagos^

1Lawrence Livermore National Laboratory
P.O. Box 808, MS L-619, Livermore, CA 94550
(510)423-5059 FAX (510) 422-9203
2UCLA
Los Angeles, CA

INTRODUCTION

Thereduction ofpublic healdi riskduetopotential exposure ofenvironmental contaminants
is the prime reason for environmental restoration (ER) remedial actions. The potential cost of
nationwide ER is enormous. Therefore, thereis a greatneedto (1)identifythe typesand levelsof
effort thatareappropriate toreducing both thepublic health riskandtheuncertainty associated with
the risk and (2) increase the benefit/cost ratio of the ER effon to prevent unnecessary expense.
Environmental Decision Support Systems (EDSSs) provide a means to meet theseneeds.

Decisionmakersdealingwithenvironmental issuesoftenarerequiredto integrate enormous
amounts ofdataofveiydifferent types. Important information may beburied invast amounts of
unproductivedata. Photos, maps, technicalarticles, newspaperclippings, modelingresults, tabular
chemical data, sensordata, etc., must be integrated withdecision making tools, such as budget
estimations, risk evaluations, and decision analysis. The flood of data available may lead to
"analysis paralysis."

High performance networks will contribute tothe dataflood thatcould inundate ERdecision
makers butwill also provide needed tools tofind solutions toERproblems. Currently, theHigh
Performance Computing Act provides for the creation, by 1996, of a National Research and
Education Network (NREN), which will run at least 1 million bits a second, and will connect
millions of Federal, academic, business, and other users. This effort will vastly expand the
capability of thepresent Internet, which was created over20 years ago.

Decisions are often madeduring ER activities or the enactment of lawswithout using the
available data orperfora[iing mdimentary cost-benefit analyses. Since much ofthe data is located
in distributeddata bases and the retrieval,visualization, and interpretationof thedata are slow and
inefficient, the informationis not used. This is becausedie decisionsare often time-urgentand the
needed analysis is computationally complicated and requires long lead times.
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Newnetwork andsoftware technologies areencouraging thedevelopment of a newclassof
computer software systems to suppon decision making processes. Decision Suppon Systems
(DSSs) link sophisticated graphical user interfaces, data sources, and computational and modeling
tools intoan integrated system to make decisions andsolve rime-urgent problems.^

ELEMENTS OF DECISION SUPPORT SYSTEMS

Conventional software can be characterized as dealing with repetitive, highly structured
problems in anautomated fashion. Procedures where there is a well-defined series of information
processing steps, such aspayroll andinventory, aresuited forconventional software approaches.
DSSs, on the other hand, are aimed at the less well-stmctured, underspecified problems that
managers dealing with environmental issues typically face.2.3 An Environmental DSS (EDSS)
will allow ER decision makers to examine and approach nonroutine, nonrepetitive problems that
do not have an established approach that are typical to the ER process."^ ' '

Atthe heartofDSSsisapplicationmanagementsoftware thatlinksdistributedDSS tools. The
problems inrealizing the full potential ofdistributed DSSs are the software and connection issues H
that must be resolved. A wide variety of commercial, public domain, and "home grown"
computational tools areavailable aselements toDSSs. The"glue" tolinkapplications andallow
casuk users to access these applications and to pass data between them is acritical element of ^
EDSSs. Theseapplication managers (theglue) needfurtiier development.

APPLICATIONS OF ENVIRONMENTAL DECISION SUPPORT SYSTEMS

A hypothetical cost-versus-cleanup model loosely based on the environmental cleanup
experience at Lawrence Livermore National Laboratory (LLNL) illustrates thepotential applica
tionsof EDSSs to theER process. The model assumes a contaminant plume of volatile organic
compounds in ground waterthatis remediated overthecourse of 50 years, using pump and treat
technologies. The overall effortfor a single ER project is oftendivided into the following two
phases: uncertainty reduction andengineering processes (Figure la).

Themajorreductionincontaminantriskuncertaintycomesafewyearspriortostartofcleanup.
During this phase, characterization of the spatial distribution of contaminants, relative to the
hydrogeochemical characteristics controlling fate and transport, is performed. The cost of
uncertainty reduction is small compared to theeventual costsof theengineering processes phase
of remediation.

Thefastestcleanupoccursduringtheengineeringprocessesphaseandspansthe5- to 15-year
period following theuncertainty reduction orcharacterization phase. Typically, during pump and
treat remediation, 50% of the total costs are spent to clean up the last few percentages of
contamination. Oncetheengineering processes phase hasremoved themajormassofcontamina
tion,theperiodofnaturalprocessesorenhancednatural processesshouldbegin(Figure lb). During
this final phaseofremediation, additionalpumping toremovemass isnotcosteffective, andnatural
processes, eitherbiotic or abiotic, should berelied upon toreach cleanup goals. In theillustrated
example, about halfthetotal costofthecleanupcanbesavedbychoosing anatural processes phase
when mass removal is no longercost effective.

Duringcleanup, an EDSS would be usedby ER decision makers to evaluate the impact of
collecteddata on theuncertaintyofcriticaldecision-makingparameters,evaluatevariousremedial
alternatives, implement optimized remedial designs, continuously perform cost/benefit analysis,
and gain acceptance of remedial decisions frommultiple stakeholders.
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Figure 1. Hypothetical cost vs cleanup curves.
a. Base case: total pumping time is SO years; stop pumping at 5 ppb.
b. Alternative approach: total pumping time is 17 years; stop pumping at 200 ppb.
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During the observational approach to characterization, dataquality objectives are established
to know "when enough is enough" during characterization.^ When diecollectionofadditional data
begins to have amarginal impacton uncertainty reductionorthe remedialdecisions at hand, further
collection of data is unwarranted. EDSS proved a means to rapidly and repeatedly statistically
evaluate the impactonriskuncertainty thatadditionaldataprovide. EDSSsare used to site borehole
locations, develop sampling plans, and visualize the impact that data may have on conceptual
models of the site.

Another important use ofEDSSs is toallow decision makers tobalance the costs offurther
characteri2a.tion against thereducedengineeringcostsduring cleanup design andconstruction that
morecharacterization information mayprovide. Significant ERcostreductions may berealized
because unnecessary characterization would bereduced andthecharacterization performed would
be focused on parameters critical to risk evaluation, .remedial design and construction, and the
natural pix)cesses to be relied upon during the final phase ofthe project.^ EDSSs allow die timely
calculation of riskuncertainty so thatwhen the uncertainty has been reduced below a reasonable
level, the ER managers can eitiier change techniques or reduce Uie level of activity. Critical
contaminanttransportparametersusedduringriskassessmentareidentified, andanEDSS feedback
system is developed that continually evaluates die uncertainty associated with these parameters.
Figure2illustrates thestrucmreofanEDSS beingpreparedbyLLNLtoimplementoptimizedpump
and treat ground waterremediation.

During theimplementation of pump andtreat remedial altematives, significant costsavings
can berealized if engineering processes are stopped when they areno longer costeffective and
natural processes arcrelied upon. AnEDSS would help balance thecostofoperating thecleanup
system against any public health benefit of continued operation during the extended years of
contaminant mass removal.
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AsER enterseachof the threecleanupphases, critical issueschange foreach of the multiple
stakeholders participating in the decisions. In general, there are three general categories of
stakeholders. Those stakeholders whoseprimaryissuescenteraboutreducingthe actualrisk due
topotential contaminantexposure, thosestakeholdersprimarilyconcerned withaperceived riskof
potential exposure,'' and those stakeholders primarily concerned with the amount of money
expendedduringthereductionofpotentialrisk.Eachofthesethreegeneral groups isalsoconcerned
tosomelesserdegreewiththeissuesimportanttotheothertwogroups. Itis importanttounderstand
the utilityof decisions to each stakeholders group and the outcomethat each group expects from
the ER effort. This knowledge should be used to gather and communicate information to gain
acceptanceforcleanupdecisionstiiatwill increasethebenefit/costratioof theER effortandprevent
unnecessary expense.

The roSS graphicuser interfaceis a criticalcomponentin thecommunicationof predictive
modeling results. The use of graphic EDSS tools to explore "what-if scenarios, communicate
concepmal models, contaminant distributions,modeling predictions, and involve multiple stake
holders in remedial alternative selections is critical to ER decision making processes. A user-
centered design strategy can be employed that permits stakeholders to participate from day one,
facilitates die identification of stakeholder issues, and gains acceptance of selected remedial
alternatives.

The hypotiietical model indicates that the decision to stop pumping and allow natural
processes to complete die remediation is one of the most cost effective decisions possible during
the remedial process. This decision involves the participation from regulatory, budgetary, and
community stakeholders. The decision will be based to a large degree on the acceptance of die
predictivecontaminant fate and transportmodeling performed to evaluate potential exposure risk
and toimplement a remedial design.^

EDSSs facilitate Uie communication of conceptual models and visualization of "what if'
scenarios.^ Typically, agreater amountofamanaged risk istoleratedcomparedtoarisk perceived
as unmanaged. If the modeling is viewed as being unrepresentative or inaccurate, then stringent
cleanup targets will typically be imposed. If cleanup managers understandearly in the remedial
process tiiecriteria that arecritical to gain acceptanceof the predictive modeling, thenmoney spent
togatherdatatovalidatemodelsandmeetstakeholderacceptancecriteriawillleadtohigherallowed
cleanup levels and greater cost savings. EDSSs used in tiiis manner have been shown to gain
acceptance of remedial altematives that saved over $100 million at one site.

SUMMARY

Even when optimized,ER methods take a long timeand arecostiy. EDSSs can be applied to
theevaluationofalternativemethodsthatreduce thetimeofdieengineeringphaseandplacegreater
reliance on naturalprocesses. EDSSs will also help balance thecost of continuedoperationof the
cleanup system against the derived public health benefit during the period of extended mass
removal. EDSSs area valuabletool to identifyandbalancemultiplestakeholderconcernsand gain
acceptance for ER decisions. Finally, ER decision makers thatuse EDSSs wouldhave anaudit trail,
and a better awarenessofthe actualcost for a given amountofpublic risk avertedduring cleanup.

Work performed under the auspices of the U.S. Department of Energy by the Lawrence Livermore National
Laboratory under contract No. W-7405-ENG-48.
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THE SEDSS - A RISK ASSESSMENT BASED
DECISION SUPPORT TOOL

Robert Knowlton, Jr.l and Erik Webb^

^Environmental Restoration Program, Dept. 7583
^Safety and Risk Assessment Department, Dept. 6331
Sandia National Laboratories
Albuquerque, New Mexico 87185

ABSTRACT

The Sandia Environmental Decision Support System (SEDSS), a public-domain software
package, is being developed to aid site owners, operators, and government regulators in
quantitatively defining environmental restoration (ER) and waste management decisions. Most
environmental decision makers face similar issues such as determining the potential for
contaminant release and migration from a site, quantifying associated health and environmental
risks, selecting and optimizing remediation schemes, anddeveloping monitoring programs to either
ensure regulatory complianceor determine that specifiedcleanupgoals have been accomplished.

Additionally, site characterization and monitoring plans, historically developed through a
^ subjective process, must provide a quantitative description and the level ofconfidence a decision

maker has in calculations of risk. Questions that can be quantitatively addressed for both
environmental restoration and waste disposal activities under this type of risk-based framework
include:

^ • What is the environmental and human-health risk associated with a disposal or restoration
site?

• How manymonitoring wellsareenough and where should theybe placed?
fm • Howmanyenvironmental samples are needed to characterize a site?

• What are the costs^enefits/risks associated with either the cleanup alternatives for an ER site
or the altemative engineering designs for a waste disposal site?

Sandia has developed an approach to solving these problems based on extensions of
Probabilistic Risk Assessment (PRA) techniques developed for the U.S. Nuclear Regulatory
Commission programs in highand low-level waste disposal. The approach is basedon interactive
development and testing of assumptions about a particular site; statistical and geostatistical
characterization of data and parameters that describe the site conditions; physical modeling of
environmental transport of hazardous components; and optimization techniques for processing
model results to aid in decision making. Because the SEDSS is based on physical modeling, rather
than straight statistics and data display, it is distinct from most other decision support tools
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cuirently under development.
The SEDSS is designed to be adaptive and user-friendly. It has a built-in Geographic

Information System (GIS) for data storage, display, and manipulation. From a Sun worl^tation, ri
the user interacts with the Graphical User Interface (GUI), which handles all interactions with the '
GIS data base and the process models. In addition, the SEDSS is being ported to a PC working
environment, and later to a Macintosh version.

The GUI interfaces the process models (e.g., transport code) through an applications
manager, which has a number of options for supplying information to a decision maker. The
applications manager has modules for:

• regulatory framework H
• site ranking, ' '
• site characterization,
• monitor-well network optimization,
• risk assessment, and
• remedial alternatives and design.
The regulatory framework module is designed to allow the user to track the decision making

process witiiin a given regulatory driver. For instance, the user could track the RCRA process H
flow (e.g., RFI, CMS, CMI) or the CERCLA/Superfund process flow (e.g., RI/FS). The
regulatoryprocess flows are concernedwith three basic steps in the decision-making process;

• Is the site safe? n
• What remedial altemative(s) should be used?
• When is the remediation effort complete?
The regulatory framework option allows the user to access all appropriate modules for site p

characterization, risk assessment, remedial design, etc., the same as if these options were chosen i
independently, but these modules are accessed within the regulatory process flow when needed to
supply information in the regulatory decision-making process. It should be noted that the modules
(e.g., site characterization) do not differ significantiy whether accessed separately or through the P
regulatory frameworkoption because the basic methodsstay the same, it's the point of access tiiat _
differs. Most of the quantitative decision-making that is done is based on risk assessment and the
application of uncertainty analysis techniques. Wherever possible, the uncertainties are quantified n
though the use ofMonte Carlo methods, and priorities established through sensitivity analysis
techniques.

The SEDSS will permit site managers and/or regulators to investigate decisions with respect to ^
alternativedesigns. TTie systemwill track and documentthe decisions made by the user and allow il
for the communication, identification, and resolution of differences between site owners and
regulators. This openness will help both parties take effective and efficient remediation action.

This work is sponsored by: H
• DOE'S Office of Environmental Restoration, through Sandia National Laboratories

Environmental Restoration Program,
• DOE's Office of Technology Development, through the MixedWaste Landfill Integrated

Demonstration Project
• NRC's Low-Level Radioactive Waste Research Branch, Headquarters
• EPA's Office of Superfund and RadiationPrograms,Headquarters
This technology can be transferred to the private sector for general use on RCRA, CERCLA, H

and waste management sites. This activity has already begun with companies that specialize in
geographic information systems and the display of geologic data.

INTRODUCTION

A strong need exists for decision support systems in the Environmental Restoration (ER) and
WasteManagement (WM) arenas. ER is generally responsible for the assessment and cleanupof
inactive waste and release sites. WM is generally responsible for the establishment of disposal
facilities for current wastes. The two areas overlap in their responsibility to be protective ofhuman H
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health and the environment. The ultimate performance measure for any of this work is a safe site,
whether its safe to begin with, or it is made safe through remedial action or institutional control. In
defining whether a site is safe, risk assessment methodologies become the cornerstone from which
quantitative risk estimates are derived, and risk managementdecisions are made.

Decision support tools are necessary in ER and WM for the followiing reasons:
• to provide a framework for risk management decision making between responsible parties,

st^eholders, and regulators;
• to standardize the approach and methodologies used in quantitative risk assessment;
• to provide a mechanism for documentation/justification of assumptions and data used in an

analysis;
• to providecontinuity of information betweenall steps in the assessment/remediation process;
• to provide quantitative information to site investigators (e.g., number of samples required,

cost/benefit analyses); and
• to provide a user-friendly platform to perform these necessary analyses, one which is

intuitive and streamlines the analyses compared with conventional approaches.
In the area of metrics (or rather methods to aid the decision making process), Sandia National

Laboratories (SNL) has developed the Sandia Environmental Decision Support System, or
SEDSS. The SEDSS is a software product designed to integrate all available information and data,
to analyze and evaluate this data with processmodels and methodologies that quantify endpointsin
the decision making process. Therefore the SEDSS is supplying information to answer the
following fimdamental decision-makingquestions:

• "How clean is clean?"
^ • "How many samples are enough?"

• "Is the monitoring well network adequate?"
• "What sites should be assessed first (that is, site ranking)?"
• "What is the potential impact of a site to human health and the environment?"
• "What are the cost/benefit/risk criteria for the selection of remedial alternatives?"
The SEDSS is a public domain software package designed for ease-of-use on a Sun

workstation platform. It is modular by design, and therefore we can integrate any number of
computer codes, or process models, into the SEDSS, depending on the users needs. The SEDSS
has a built in Geographical Information System, or GIS, for data storage, display and
manipulation. The process models imbedded in theSEDSS allow the useof methodologies in the
decisionmakingprocess that are basedon the physics of contaminant transport as well as statistical
methods. The fact that the SEDSS is based on physical modeling, radier than straight statistics and
data display, sets it apart from most other decisionsupport tools currently under development.

^ The SEDSS isdistinct from other decision support tools in several other major areas, as well.
First, conceptual model uncertainty is handled explicitly. The conceptual model uncertainty
associated with a waste site is of utmost importance. The conceptual model represents a statement
of the assumptions necessary to describe the physical characteristics of a site. The conceptual
model is developed relative to a performance measure. The performance measure maybe relatedto
such criteria as the risk of a site (e.g., risk between and 10"^) or the number of samples
required to adequately assess thenature and extent of contamination (which then factors into risk).

^ The SEDSS has a Conceptual Model Manager (CM^ which allows the user todefine one ormore
conceptual models of their waste site. Alternative conceptual models may exist due to the
uncertainty in the attributes of a waste site and the transportof contaminants away from that site.
Multiple conceptual models formulate a basis for testing hypotheses about a site, and the site
characterization priorities.

Conceptual model uncertainty formulates the basis for point number two (i.e., setting the
SEDSS apart from other decision support tools), namely, the use of multiple process models
within the SEDSS to accomodate a large number of conceptualizations of a site. The process
models (e.g., a solute transport code) have implicit assumptions, which may invalidate their use
for certain conceptual models at certain sites. For instance, choosing one code (e.g., RESRAD)
for all risk assessment calculations for all possible waste sites is inappropriate because such factors

-3-
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as distance to a receptor, surface water pathway, or other implicit attributes of the code make it
invalid for certain sites. Having several codes to choose from to perform the necessary
calculations yieldsa greaterprobability that the conceptual model will be implemented as desired,
and not have to be influenced by the implicit assumptions in a given process model. The SEDSS
automatically maps the desired conceptualmodel to the availablecodes for implementationof the
risk calculations.

A thirdpoint of distinction relates to the formulation of the SEDSS aroundtwo key concepts:
1) risk assessment drives most decision analysis methods; and 2) a common decision analysis, or
technical approach, may be applied to all wastesite investigations. These concepts are discussed
in the next section.

METHODOLOGY

The SEDSS is designed so that the integrated process models and the GIS are transparent to
the user (see Figure 1). The user sits down at a Sun workstation and interacts with the Graphical
User Interface, or GUI. The GUI has the look and feel of a Macintosh or Microsoft Windows
application, and is quite user friendly. The GUIhandles all interactions withthe GIS database and
the processmodels. Acmallythe processmodels are incorporated as modulesand are only enabled
when needed, depending on the problem to be solved. The GUI interfaces the process models
through an applications manager. The applications manager has a number of options to choose
from in order to supply information to a decision maker for the needs already mentioned
previously. Therefore, the applications managerhas modules for the following:

• regulatory framework
• site ranking,
• site characterization,
• monitor-well network optimization,
• risk assessment, and
• remedial alternatives and design.

r

Graphical
Lfser

Interfoce

Figure 1. SEDSS Architecture
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The monitor well network designer module enables a user to quantify the adequacy of a
monitor well network. If the monitor well network is not adequate, the monitor well network
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designer will provide information on the number ofwells needed tocome into compliance, and the
possible locations ofsuch wells. The methodology for the monitor well network designer isbased
onwork byFreeze et al. (1990) and Parsons and Davis (1991). Uncertainty analyses using Monte
Carlo flow and transport simulators are performed to evaluate the adequacy of the monitor well
network, and an optimization routine employed to identify the need for additional wells and their

^ locations.
In the site characterization module, routines will be available which utilize the results of a

probabilistic risk assessment to help guide characterization options. Once a risk assessment is
performed, the results may be analyzed to determine the relative importance of all site

^ characterization needs. The risk results are then used to establish quantitative Data Quality
Objectives, orDQOs. Once the site characterization needs are established, the site characterization
module will also have statistical andprocess model basedprocedures to determine the number and
locations of sample data required to meet specified DQOs. A data worth option is under
development which would allow the user to identify the relative merit ofcollecting additional site
characterization data based on uncertainty in risk and the performance measures.

In the risk assessment module, impacts to human health and the environment may be
quantified. Uncertainties may be addressed quantitatively through the use of Monte Carlo
techniques. Inaddition, the question ofhow clean isclean can beaddressed, because the code can
estimate residual concentrations of contaminants in soils based on published regulatory
requirements for risk. The methodologies employed in the SEDSS for probabilistic risk
assessment are basedon methods developed at Sandia for the high-level andlow-level radioactive
waste programs for the NRC and DOE (e.g., Davis et al., 1990; Kozak et al., 1993). The use of
probabilistic risk methodologies allows for 3ie quantification of uncertainty in risk. Automation of
the probabilistic framework for risk in the SEDSS, coupled with the computing "horsepower" of
today's computers, means that quantitative assessments of uncertainty are now obtainable for real
time problem solving.

In the site ranking module, multiple sites are assessed withregard to risk, and the priorities for
investigations amongst sites are determined based primarily on the potential impact to human health
and the environment. Other attributes considered include future costs (i.e., the cost differential
attributed to postponing an investigation or cleanup) and socioeconomic considerations. All
requirements are considered in a multi-component decision analysis framework. Risk, cost, and
socioeconomic considerations are weighted for comparisonof results between sites on a common
relative scale.

In the remedial selection module, a cost^eneflt/risk analysis will be performed in order to
evaluate the remedial alternatives for a given waste site. Uncertainty in risk, as well as cost, will
play a large role in selecting a remedial alternative. Human health, ecological, and worker risks are
combined with cost and socioeconomic considerations in a multi-component decision analysis
framework to provide information to theriskmanagers to select thepreferred alternative.

Training exercises will beavailable tolearn the SEDSS. Inaddition, a certification option will
be available to assure consistency of use for the SEDSS amongst all possible users. As with any
codes, the quality of the information out of the program is directly related to the quality of the
input. Limitations and implicit assumptions inthe SEDSS need toberecognized byall users.

The decision analysis framework, or technical approach, which is common to all aspects of
theER and WMneeds is depicted in Figure 2. Thebasic components of the approach are:

• establish the performance measures (including the operational definition of safety, such as
10-^to 10-6 risk);

• assemble and assess all available information;
• develop a conceptual model(s) of the site;
• perform anuncertainty analysis (Monte Carlo simulations);
• evaluate the uncertainty analysis results against the performance measure and assess whether

an adequate answer exists (e.g., risk isbelow lO'̂ );
• if an adequate answer is obtained, write up theresults;
• if theanswer is inadequate, perform a sensitivity anddataworth analysis;

-5-
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• if more data are not worthwhile, either write up the results or proceed to the next step in the
regulatory process (e.g., more characterization data would not change the conclusion that a
remedial alternative needs to be evaluated);

• if more data are worthwhile (e.g.,moredata mayreduce the uncertainty in risk estimates to
establish the site as safe), then collect that data;

• following the data collection, the process loop begins again by updating the conceptual
model(s) of the site basedon the newinformation gathered.

Regulatory
Expert

Detemune

PcrfonnAnoe
Measure

Modelei/Analyst

^ Amma Exiting Knowlvdgt

Uncertainty
AnakysU

Data Worth

Ana

More Data

Worthwhile?

Report Technical Results

Field/Lab
Personnel

Figure 2. Decision Analysis Framework

Thisprocess flow, illustrated in Figure 2, canbe applied to assessing whether a siteis safe, to
choosing a remedial alternative, and to assessing when the cleanup process is complete. It applies
generically to both RCRA and CERCLA.

The SEDSSas it exists today has the monitor well network designer, risk assessment, and the
site ranking modules enabled. All other applications modules arein development.
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MODELING FOR ENVIRONMENTAL REMEDIATION

For better environmental decision making, modeling environmental remediation
resources at all levels is indispensable. Modeling of existing or proposed remedial
resources should establish the consequences of strategic or tactical alternatives to
properly support environmental management planning and decision-making. Five
decision support systems are described, one strategic and four tactical. Two systems will
be briefly illustrated with arrangements for demonstrating the others uponrequest.

STRATEGIC MODELING FOR ENVIRONMENTAL DECISION SUPPORT

Balancing environmental and economic impacts of pollution control resources for
emissionsources, and determining impacts of present and planned pollutioncontrol costs
on overall national pollution control and national output, requires strategic decision
modeling. Developing environmental - economic relationships is a challenge that must
be met by model development, testing and use. Strategic decision models should
incorporate major linkages between economic, environmental and other appropriate
sectors. These models should also be capable of disaggregation by pollutant types, fuel
types, industrial classifications, and states. We will briefly describe and laterdemonstrate
a strategic environmental decision model, called SEAS, developed for EPA.

SEAS (Strategic Enviroiimental Assessment System)

Goal: Determine impacts of present and planned national pollution control
strategies on various pollutant emissions and national output.
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Status: This model reflects enviromnental - economic relationships in a simple,
doable model, providing dynamic representations of major linkages between economic,
environmental and other sectors. This model can be disaggregated by pollutant types, H
fuel types, industrial classification, and states. It simulates historical and fumre
environmental and economic relationships, and assesses regulations and incentives for ^
controlling sulfur oxides, nitrogen oxides and volatile organic compounds as well as
addresses:

adequacy of present and planned pollution control resource levels to meet national air
quality standards

pollution emission changes resulting from alternative environmental and economic
choices

impacts of increasmg production technology investments on the economy and
pollution control

measures to reduce environmental pollution without reducing economic growth

strategies for "balancing" pollution control efficiencies with higher rates of economic
growth.

TACTICAL TOOLS FOR ENVIRONMENTAL DECISION SUPPORT

Determining cost-effective alternatives for remediation and cleanup, such as for
specific Superfiind and wastewater treatment sites, requires environmental decision
support models to address;

• assisting federal, state and local environmental restoration organizations, and
remediation contractors with the accurate selection of ARARs for a wide variety of
cleanup sites

• screening potential pollution remediation and cleanup technology choices limited by
environmental regulatory requirements

selecting optimal multi-technology cleanup options for Superfimd sites while
interactively balancing cleanup technology designs with achievable cleanup levels,
accommodating ARARs (Applicable, Relevant and Appropriate Regulations) policy ^
and regulatory constraints

displaying site base map with superimposed field of time-varying contaminant n
concentrations

selecting and sizing collection, containment & remedial elements on the site map with ^
a mouse and displaying cost of each element

Such environmental decision support tools have been developed at EPA to assess
pollution control strategies in light of regulatory constraints. Four of the latest tools are
described, and one or two of these tools will also be demonstrated. The other decision

n
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support tools are presently discussed for further interest on the part of attendees with
possible demonstration later on by special request. That is, later on, today or tomorrow,
some of the other environmental decisions support tools can be demonstrated that are
now briefly described:

PAST (Potential ARARs Screening Tool)

Goal: Screening of Federal and State ARARs Regulations

^ Status: PAST is a rule-based object-oriented environmental regulation screening
system which includes chemical specific, location specific, and action specific ARARs

^ (Applicable, Relevant and Appropriate Regulations). You can select any set of
contaminants, any media, and any remedial technologies, specify waste streams, respond
to questions based on site characterization, and produce reports grouping ARARs by
location, contaminant and remedial technology. The system can assist federal, regional,
state and local environmental restoration organizations, and remediation contractors with
the accurate selection of ARARs for a wide variety of cleanup sites. The demo version of
PAST is limited to Federal "applicable" regulation screening.

We plan to user test the present version of PAST to determine how accurately and
completely PAST encapsulates and encompasses all "applicable" regulations for each or

^ any proposed or existing site application that users may choose. We also plan to
incorporate "relevant and appropriate" regulations at both federal and state levels.

When selecting remedial technologies for PAST, one has to specify what sequences
of technologies should be involved in the treatment train for each waste stream in order
to do the job. And hopefully, these sequence are cost-effective so that PAST can screen
each candidate sequence against regulatory constraints. The ideal method for achieving a
set of treatment trains optimized for cost-effectiveness is the Sequence Optimizer called
SOWAT.

SOWAT (Sequence Optimizer for Wastewater Treat ability)

Goal: Determining optimal wastewater treatment trains.

Status: We have produced a rule-based "Wastewater Treatment System" sequence
optimization program which incorporates wastewater pre-treatment and treatment
ordering rules and exclusion factors, cost data and potential wastewater-treatment
combmations. The system provides a better screening of potential technology sequences.
Potential application benefits from reduced treatment train costs could be enormous for a
relatively si^l investment in SOWAT development.

We plan to expand the SOWAT program to incorporate metals, other appropriate
contaminants and technologies, and verify SOWAT for educational, permit validation
and enforcement assistant applications.

Now SOWAT does an excellent job in providing sets of treatment trains ranked by
least cost. All of these, starting from the least cost treatment train, can be inserted into
PAST to see which candidates survive ARARs screening. Another practical engineering
problem, however, emerges before any overall remediation system can be chosen. This
problem arises when there are different cleanup problems presented at different locations

r-n and depths throughout a given site. This spacial variation in chemical and location
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Specific factors which characterize the site require some sort of cost-effectiveness
optimization over the spacial distribution of chemical and location factors as well as the
more obvious optimization of the treatment sequences provided by SOWAT. In fact, an
overall optimization requires simultaneous sequential and spacial optimization.
Fortunately, this is what the Superfund Technology Optimization Program, STOP, was
made for.

STOP: (Superfund Technology Optimization Program)

Goal: To develop and test methods for selecting optimal multitechnology cleanup
options for Superfund sites while interactively balancing cleanup technology designs with
achievable cleanup levels, accommodating ARARs policy and regulatory constraints.

Status: We were producing an advanced version of the STOP program, which
would incorporate more technologies and a prototype interface with the Potential ARARs
Screening Tool (PAST). If funded, fumre tasla will introduce interfaces between
technologies and regulatory requirements to produce cost-effective treatment technologies
that will comply with ARARs.

We plan to user test the present version of STOP to determine if it can accurately
and completely screen the ten most cost-effective treatment sequences for proposed or
existing soil remediation for each or any proposed or existing site application that users
may choose.

Now that we can screen candidates satisfying regulatory, sequential and spacial
optunization requirements, we want to see how our candidates perform. We need to
interactively display a site with a superimposed field of contaminant concentrations upon
which we can place candidate remedial elements and simulate the results. After a
candidate design is configured, we need to input it into a soil and groundwater model to
simulate, in real time candidate performance until we find the best configuration.
Fortunately, we have such a decision support tool, called the Graphical Remedial Action
& Cost Evaluation system, referred to a s GRACE.

GRACE (Graphical Remedial Action & Cost Evaluatfon) System- to be applied first
to groundwater contaminant remediation.

Goal: To facilitate evaluating cost and performance of remedial strategies, thereby
expediting cost effective designs.

Status: We have been developing a user-Mendly, object-oriented program which
streamlines soil and groundwater remedial design processes by integrating unsaturated
and saturated subsurface transport models and a cost database within a graphical user
interface (GUI) system. The GRACE system displays a site base map with a
superimposed field of contaminant concentrations upon which the user places remedial
elements, such as water wells, trenches, slurry walls, or vapor wells wii a mouse or a
similar device. Treatment facilities can be selected and sized on the map. The cost of
each element is determined and displayed, providing the user with a continuously
updated estimate of fixed costs. When the design is finalized, it is translated into inputs
for a groundwater model and a remedial performance evaluation is initiated. Total costs
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of remediation are presented. If the design is inadequate, the simulation is modified until
a suitable design is identified.

We plan to enhance GRACE interface capabilities to interactively incorporate a
variety of collection, containment, treatment, and disposal technologies as well as
various groundwater, soil, watershed, and agriculniral models to enable its extended
application to other soil remediation, non-point source and watershed applications.

For those of you who would like more information on or would like to adopt any or
all of these exciting programs to your specific or general applications, please feel free to
contact Dr. Jack Coleman at (513) 569-7464, Professor John Franco at (513) 556-1817,
or Professor William Wee at (513) 556-4778. We also have other programs underway
that you might be interested in hearing about.
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TIME-DEPENDENT RELIABILITY OF ROCK-ANCHORED STRUCTURES

Milan Chakravorty^, Dan M. PrangopoP,
Reed L. Mosher®, and Jan E. Pytte^

^Graduate Student, ^Professor, Department of Civil Engineeiing,
University of Colorado, Boulder, Colorado 80309-0428,

^Sdentiiic Program Officer, USA£ Waterways Experiment Station,
3909 Halls Ferry Road, Vicksbuig, Mississippi 39180-6199, U-S^A..

INTRODUCTION

^ When the imdeigroiind enviromnent is corrosive and the anchor-bar protection against
corrosion is inadequate, structures strengthened with prestressedrock anchors are susceptible
to reduced reliability over time. Case studies^ suggest that prestressed rock anchors fail more

^ often due to corrosion in &ee (unbonded) length than in iixed (bonded) length.
Corrosive ground condition can allow aggressive chemicals, like free chlorides, to pene

trate cement grout and cause initiation of general corrosion in anchorbar. An existing model
is used to predict diffusion of chlorides through protective cement grout around anchor bar
and to predict tiTnp to reach a thresholdvalueof chloride concentration at the surface of an
chorbar. The availablestudies of the process of underground corrosion are not exhaustive and
conclusive. However, studies of atmospheric corrosion of steel have advanced considerably.

In this paper, assumingthat analogies can be established between atmospheric corrosion
and undergroundcorrosion, a deterioration model is developed. This model predicts uniform
corrosion penetration of anchor bar and is applied to compute limit state functions under
different failure modes of an anchored gravity structure.

A general purpose structural reliability programdeveloped at the University of Colorado
at Boulder is used to compute reliability indices. Results of time-variant reliability indices
and sensitivity analyses are presented for typical failure cases.

ROCK ANCHORS

As part of the structure, a rock anchor contributes to the overaU stability and inter
action of the ground-structure system throu^ its various components (see Fig.l): (a) the
anchor-head, (b) the free length, and (c) the fixed length. However, the anchor fimction is
manifested in a load-tendon/bar deformation pattern that is complex and not totally under
stood, thus rendering it hardly amenable to exact solutions. Semi-exx^irical approaches^*^
based on sinq>liiied assumptions are available for design of rock anchors, but the investigation
into the failure of anchors remains complicated. The causes of failure of a rock anchor are
often difficult to characterize as the installation procedure, corrosion protection, and work
manship may induce failure either singly or in combination. la this paper, however, for an
existing anchor, the effects of corrosion are considered as sole cause of possible failure.
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CORROSION OF ANCHOR BAR

The intrusion of chlorides or other deleterious ions through the protective layer of a
rock anchor initiates corrosion ofthe embedded steel tendon/bar. The protective layer often
consists ofcement grout alone, and in some instances incombination with polyurethane pipes
and/or polyester resin grout. The leakage through outer pipe would leave only (a) cement
grout or (b) resin grout and cement grout for protection. The effectiveness of resin grout in
preventing diffusion of chlorides and sulfates to anchor bar in underground wet condition is
not yet completely understood. The phenomenon of diffusion of chlorides into concrete has
been widely studied^.^. However, very Uttle work has been done regarding diffusion of sulfates
into concrete.

DIFFUSION MODEL

It is known that diffusion of chloride ions throu^ concrete follows the Second Law of
Diffusion:

dc Ded^c
dt " dx^

(1)

where, c= chloride ion concentration at distance xinside concrete from thesurface,
= effective diffusion coefficient, and t = time.

With appropriate boundary conditions eqn.(l) may be solved®. Given the value ofthe
diffusion coefficient, , chloride concentration at the steel surface may beobtained. For differ
ent diffusion coefficients, chloride ion concentration profile through 0.5in grout cover is shown

" in Fig.2. It is known that after chloride ion concentration reaches a threshold value (generally
believed to be between 0.2% to 0.4% (by weight of cement) of chloride concentration®'"^), the
process of corrosion starts in steel bar/tendon ifan electrochemical situation exists. The time

(-1 for chloride ionconcentration to reach this threshold value is considered as corrosion-initiation
time (to).

m

CORROSION MODEL

Reasonable estimateof the time of corrosion (ti) can only be obtainedfrom appropriate
field measurements. Todate neither theoretical nor empirical data can adequately predict the
rate ofcorrosion ofunderground anchor bars^. From the collected data onuniform corrosion

I penetration in steel coupons in different environments, Townsend and Zoccola® fitted time-
corrosion penetration curves to a power function:

C = Atf (2)
n

where, C = average corrosion penetration inmicrons determined from weight-loss, A= regres
sion coefficient numerically equal to the penetration after 1-year of exposure, B = regression

" coefficient numerically equal to the slope ofeqn.(2) in its naturallogarithmic form, and ti =
time of corrosion in years. The mean values of coefficients A and B and their coefficients of
variation and correlation are given by Albrecht and Naeemi^. These are shown in Table 1.

In absence of such data on underground corrosion of anchor bars, eqn.(2) is used as the
corrosion model after including a model coefficient "a" such that:

C = aAtf (3)

For different values of the model coefficient a, eqn.(3) is shown in Fig.3.
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Table 1: Statistical Parameters of Variable A and B

(after Albrecht and Naeemi^)

A B

Enviionment Type of Steel A C.O.V B C.O.V

Marine Carbon 70.60 0.66 0.789 0.49 -0.31

Weathering 40.20 0.22 0.557 0.10 -0.45

Urban C&rbon 80.20 0.42 0.593 0.40 0.68 P
Weathering 50.70 0.30 0.567 0.37 0.19

Rural Carbon 34.00 0.09 0.650 0.10 -

Weathering 33.30 0.34 0.498 0.09 -0.05

0^

0.15^

0.05-

Reduced Diameter C=::aAt?

AnctwrBar

Original Oiametef

CofTOsion

Tonejtl)

Initiationi

Tme !
(tO)

Time(years)

Figure 3: General Corrosion Model
(mean value ofi4=37.8, Mean value of5=0.749, Ref.8)
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Figure 4: Time-Dependency of Prestressing Force
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ANCHOR RELIABILITY

Initial prestressing force in anchor bar is time-variant not only resulting £romlosses due
to relaxation and creep, but also from the effect of reduced sectional area due to corrosion.
Such variations under uniform corrosion conditions in both free as well as fixed length of an
anchor bar in a gravity structure are shown in Fig.4.

RELIABILITY OF ANCHORED STRUCTURES

Considering failure of anchor bar in fixed length and in free length, limit state functions
are formulated for specific case of overturning of an anchored gravity structure. A general
purpose structural reliability analysis program, RELTBAN (developed at the University of
Colorado at Boulder) has been used to compute reliability indices of the anchored structure.
RELTRAN employs First Order Reliability Method (FORM) where limit state functions
(<7t(X) = 0) are replaced by tangent hyperplanes at design points in a transformed standard
normal space.

The results obtained for time-dependent overturning reliability index of an anchored
structure under uniform corrosion in the fixed length zone of anchor bars, are shown in Fig.5
for two different cases of correlation between regression coefficients A and B in eqn.(3). Sensi
tivity results for the reliability index with respect to changes in the mean values of coefficients
A and B are shown in Fig.6 and Fig.7, respectively, for two different values of coefficients of
variation (C.O.V.) of A and B.

CONCLUSIONS

1. The statistical values used for characterization of the random variables used in this

study must be validated throu^ field, laboratory testing, observations, and/or expert
opinions.

2. The reliabihty analyses performed in this study indicate the need for improvement of
both designand evaluation methods for structures with rock anchors. Suchimprovement
should be based on life-cycle time-dependent reliability concepts.
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RELIABILITY ANALYSIS OF REDUNDANT STRUCTURES
BY RESPONSE SURFACE METHOD

Yoshisada Murotsu^, Shaowen Shao^, and Nanihiko Cliiku^

^ ^University of Osaka Prefectnre, Sakai, Osaka 593, Japan
^Kawasaki Heavy Industries Ltd., Gifu 504, Japan

1 Introduction

^ For a large-scale structure with a high degree of redundancy, modelling of system is a very
difficult work. The structure usually includes a number of failure mechanisms and each of
them corresponds to one set of failure elements in the structure. Such a failure mechanism is
also called a failure mode. When considering the reliability of a structure, all of the failure
modes in the structure contribute to the system. However, it has been found that not all
of them have equal or nearly equal probabilities of occurrence. In general, only some failure
modes have high probabilities ofoccurrence that determine the reliability of the structure and
others can be neglected. In this case, it is important to identify such dominant failure modes.

Murotsu, et d[l,2,3] proposed a so called branch-and-bound method to search for proba
bilistically dominant failure modes in frame structures. In that approach, only external loads

" and yield stresses were taken as random variables. This allowed a limit state function at each
failure step to be expressed as an explicit function of the random variables which signiiicantly
simplified the probability calculation in the searching process. The further reliability analysis
is performed based on those spedlied dominant failure modes. However, this is not to say
that other random factors in the structure, such as material, geometrical, cross-sectional pa
rameters, etc., can be neglected. How do they aiFect the reliability of a structure? May they

r-T cause different dominant failure modes? This paper presents an approach to such problems.
The approach utilizes a dominant failure mode selected by the branch-and-bound method and
develops a response surface to include all the necessary random variables. The influences that

^ the inividual random variables give to the structural reliability are investigated. Further, an
algorithm is proposed to check if there exist new dominant failure modes owing to the newly
included random variables.

2 A Dominant Failure Mode from a Branch-and-Bound Search

Consider a frame structure consisting ofhomogeneous elements, and with concentrated loads[l.
2]. In such a structure, element ends are potential plastic hinges. A structural failure mode
consists of a series of failed element ends. It is determined in the following way. When element
ends fail one by one, i,e., ri -♦ r2 -• •••, the determinant of the total stiffness matrix is checked
at each step. The criterion of a structural collapse is given as

<£ (1)
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wheie ^(0) and are total stii&iess matnxes in an intact state and at step pq,

respectively, e is a spediied constant. When failure path ri r2 reaches a T]
strnctnral collapse, it constitutes a structural failure mode.

The branch-and-bound method[l,2] selects dominant failure modes by comparing the prob
abilities of formation of failure paths. Consider a failure path ri r2 • r^. Its prob-
ability of formation is an intersection probability of failure of every element end in the path
which is expressed as

pip) p in s °)
i=l

(2)

where , is the safety margin ofelement end at »-th step ofq-ih. path. > 0 denotes ^
Kt)

safety and < 0 denotes failure. '
In an intact state, the safety margin of element end i is

6i 61

Zi^ Ri — = AZiffyi —̂ (^)
j=i

where Ri = AZitJyi is the reference strength of element end t, AZi the plastic section modulus,
and Oyi the yield stress. Lj are external loads, I the number of nodes, and 6^ the influence co
efficient of Lj which is conducted from astructural analysis. After element ends ri, r2,rp_i
have failed, the safety margin ofsurviving element end Tp becomes

=fi.A.w
fcsi i=i

where Rrt, are the residual strengths of the failed element ends and ajj] the influence coefficients
of iZrt- When perfectly elasto-plastic behavior is assumed, Rr^ ate equal to their original
strengths. Rearranging Eq. (4) with respect to the elements whose ends are involved in the
path, Z\^^ yields

2^'=M-E - E (5)
fcsl J=1 fe=l J=1

where subscripts i and r in and denote the left and right ends of element A',
respectively. In Eq. (5), coefficients and AZk are related to the geometrical,
sizing and material parameters of a structure. Those relations are too complicated to be
represented by explicit functions. They must be conducted from a structural analysis at each
failure step. In order to speed up the probability calculation of Eq. (2), only external loads
and yield stresses are taken as random variables. The safety margins of element ends as shown H
in Eq. (5) become linear functions in this case.

For a perfectly elasto-plastic material, the safety margin of the last element end in a
complete failure path can be used as the limit state function of the failure mode. Following
Eq. (5), the limit state function offailure mode t is expressed as i

m 6'

M'i = ^ bijLj (6) 71
fc=i j=i

3 Response Surface of a Specified Failure Mode

The branch-and-bound method brings out dominant failure modes in a redundant structure
and also provides their limit state functions. In this section, such a limit state function with
only two types ofrandom variables, i.e., the external loads and the yield stresses, is developed
to include more random variables. This is performed by a response surface method.

n
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dMi

dCyk

' reakJ^gn point

response function
g(Xi,X2)

limit state function
g (Xl. X2)

expanding point
*-X2

design point on g=0

limit state surface g(x,.x2>=0

|(X,.X2) = 0

Figure 1: Response Surface by Taylor series Expansion

The response surface technique used in the present study is described as foUows. Consider
a real limit state function ff(x) as shown in Fig. 1. x = represents random
variables, ^(x) is assumed to be implicit for the moment. Select an initial point xq. Aresponse
surface is devdoped by using Taylor series expansion:

where the partial derivatives of the random variables x can be calculated by a perturbation
method. Response surface g(x) fits the original Umit state function ^(x) well around the
expanding point xo, while it doesn't ensure the confidence on other parts. The ^-point xi
on g(x) =0is searched and in the next step xj is used as a new expanding point to develop
another response surface. In this way, the expanding point is gradually moved to the real
jS-point x" of ^(x). ^

For the present problem, consider two random variable spaces x = (ayi,o'j,2,• •••o'ymi
and X = (crj,i,(rj,2,"'

nal loads and yield stresses while x includes new random variables t = • Let
M'i =g'iix') represent the original limit state function of adominant failure mode iselected by
the branch-and-bound method. It is schematically illustrated in Fig. 2 in a two dimensional
normalized space Mi = gi{x) represents a limit state fonction of the same failure
mode t, but includes the new random variables t. As shown in Fig. 2, is the^-point on
the limit state surface Mi = 0. However, since this Mi is not given as an explicit form, a
response surface is developed. Select an initial point xq on M,' = 0, e.g., the /?-point of

—0. The partial derivatives of Mt with respect to the external loads and the yield stresses
call be directly calculated from M,'. For instance, the following equations are obtained from
Eq. (6).

= {O'ikt + J
dM,

dLj
= -6.

X=XoXsXo

Only the partial derivatives of Mi with respect to the new random variables t —ii,t2. •••, in)
must be calculated numerically. The response surface in asecond order Taylor expansion form
is given as foUows:

Mi = Mio +E - ho) +\ E E
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STEP1
X'space: Initial searching fordominant

failure mode

(t=to) K=^i(X')

STEPS "

Xspace: Developing response surface

%Ii(x)

STEP 3 t :
Xspace: Searching P-poini on Mj=gj(x)

X(i)

Figure 2: Limit State Function of a Failure
Mode and Its Response Surface

.u,=u?'

STEP 4

X'space: Re-searching for dominant
failure mode

(1=10) Mi=gi(x-)

STEPS

STEP 6

L let Mi=Mj=gj(x*)

Figure 4: Dominant Failure Modes
Concerned with Random Variables

Figure 3: An Algorithm to Search

Dominant Failure Modes

+ - (Tko) - ~ ho)
j=lfcssl

n m1 n m q2 "k/r 1 " O* >/.

4 EE -«.)n 5S
jsl ^=1 ^ I

4 Algorithm for Searching New Dominant Failure Modes

In Section3, a responsesurface has be developed for a spedJied failure mode to include various
random variables. This can be applied to all the dominant failure modes selected by the branch-
and-bound method to get more exact evaluation of structural reliability. However, there may
exist other dominant failure modes which could not be found in the initial searching process
where only the external loads and the yield stresses are taken as random variables. Thai is,
the influences of other random variables to the dominant failure modes should also be checked.
The sensitivity factors[4] at the j?-point from a response surface provide some information of
the relative influences of individual random variables. In this section, an algorithm is proposed
to search new probable dominant failure modes. It is shown in Fig. 3.

At Step 1, an initial search at the random variable space x provides dominant failure

n
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Element
number

Diameter

Di (m)
Mean value of
thickness ti(mm)

Coefficient of
variation CVti

1^.6 0.2442 4.7867 0.05

3.4.7.8 02647 5.4010 0.05

(A

n

Mean value of yield stress Oyi =276 MPa CV^ =0.05

Correlation coeff. pRkRi®®-®

CVu=0.3

Pmj=0.0
Ll = 14.0 kN

r3 =21.0 kN

1 s 5.0 m

L2=7.0 kN

1^ = 21.0 kN

hs6.0m

Figure 5: A Two-storied Frame

Failuer
No. mode PfM

1 (1A9.12;13.16) 5.5285 1.6145x10"®

2 (1.5,9,12.13.16) 5,9807 1.1106x10"'

3 (1.4.8.12.13.16) 5.9807 1.1106x10'®

4 (1,2.11,12) 6.0502 7.2315x10'*°

5 (1.7.9,12,13,16) 6.1951 2.9119x10'*°

model mode2 mode3

RH
mode 4 mode 5

Figure 6: Dominant Failure Modes and Their Probabilities of Formation (from an initial search
with fixed pipe thicknesses)

mode M'i = g'i{x'). The random variables t are fixed at f = to for the moment. Steps 2and
3develop a response surface in space x and get the ^-point on Af, = gi{x) = 0. Then,
at Step 4, let t be fixed at the value of ^S-point, t = and repeat the search for dominant
failure modes. This is schematically shown in Fig. 4where and u^t ^ ^normalized space
correspond to x* and respectively. If a new dominant failure mode is found, go back to
Step 2to search the new j9-point by response surface method. If no new failure mode is found,
go to stop.

5 Numerical Examples

Consider a two-storied frame structure as shown in Fig. 5. All the elements are pipes.
The pipe thicknesses, the yield stresses and the external loads are assumed as normal random
variables. The numerical data are also listed in Fig. 5. Fig. 6 shows the dominant failure
modes selected by the branch-and-bound method with the pipe thicknesses being fixed at
their means. P/m denotes the probability of occurrence of a failure mode.

Aresponse surface is developed for the most dominant failure mode, Mode 1. As shown in
Table 1, the expanding point was moved three times to converge to the j?-point. Mis the value
of the rkl Umit state function at each expanding point which represents aerror of convergence.
In this example, branch-and-bound search routine was caUed every time with a new expanding
point. However, although the order of the failure sequence changed alittle, the same faOure
mode was always selected. Table 2shows the sensitivity factors[4] of random variables at the
/9-point of Mode 1. It is seen that the external loads have much bigger sensitivity factors than
other random variables. Therefore, they might be most influential to the dominant failure
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No. Pf M path

0 2.9343 X lO-' 1612 9 113 4

1 5.4435 2,6117 X 10-® 2.1139 X 10-^ 16 12 I 9 13 4

2 5.4474 2.5558 X 10-® -6.6577 X 10-® 16121913 4

3 5.4474 2.5558 X 10-® -1.6812 X 10-® 16 121 913 4

Calculation time 224 s {CPU SunSPARCstation2)

Tab le 2: Sensitivity Factors of Random Variables at j9-point

e/em. no. tm /orce no. Lk

1 -6.6376 X 10-^ -6.9127 X 10-2 1 9.3632 X 10-^

2 -6.6390 X 10-2 -6.9127 X 10-2 2 2.3408 X 10-1

3 0.0 0.0 3 0.0

4 0.0 0.0 4 0.0

5 -6.6379 X 10-2 -6.9127 X 10-2

6 -6.6380 X 10-2 -6.9127 X 10-2

7 -8.7240 X 10-2 -9.0990 X 10-2

8 -8.7240 X 10-2 -9.0990 X 10-2

modes. The yield stresses and the pipe thicknesses almost have the same influences.

6 Conclusions

The present research brings out a new approach to consider all necessary random variables
in the reliability analysis based on structural failure modes. This is done by developing a
response surface for a specified failure mode. The j5-point is selected and the influences of
all the random variables are investigated. These results are further utilized in a searching
algorithm to avoid missing dominant failure modes. The validity of the proposed method has
been confirmed by numerical examples.
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RISK ANALYSIS OF PIPELINE SYSTEMS BASED ON STRUCTURAL RELL^BILITY
METHODS

INTRODUCTION

M. Sinisi, M. Tominez, G. Uguccioni

Safety and Reliability Dept. (SIAF)
Snamprogetti SpA

20097 San Donate (Milano), Italy

Pipelines are recognized to be one of the safest transportation systems for hazardous
products. They however involve large inventories of substances and are frequently routed near

^ inhabited areas, so that risk analysis studies are required by Authorities and by the Operators to
verifythat the design characteristics satisfy the required level of safety. In addition, the costs of loss
of production and of repair intervention (especially offshore) makes it important to minimize the
probability offailures, optimizing the design choices.

The Risk analysis studies are usually carried out on the basis of generic statistical failure rates
for pipeline systems. More recently, approaches based on more refined statistical approaches
(multivariate analysis', Bayesian inference^) or on fracture mechanics methods^ have been proposed.
These approaches however do not allow to take fully into account the site and design specific
characteristics of the failure process. A method has been developed in Snamprogetti to analyze the

^ pipeline failure probability due to external impact, through the following steps:
- assessment of the frequency of interaction of human activities (mainly ship traffic for offshore

' pipelines and agricultural/excavation activities for onshore pipelines) on the basis of the analysis of
the actual conditions of the pipeline route.

^ - assessment ofthe impact characteristics (impact energy) on the basis ofthe activities performed.
- assessment of the pipe probability of failure through structural reliability analysis methods from the
accidental loads defined by the previous steps.

^ The paper will present the main characteristics of the technique, with application both to
onshore and offshore pipelines.

HISTORICAL EXPERIENCE ON PIPELINE FAILURES

Quite a number of reports have been published dealing with statistical analysis of pipelines
m failures^-5-®-''®-^-'®-" . The number of failures reported is not high; it ranges from 6 cases for 8600

km*y in the British sector for theNorth Sea"' to 290 cases in 20 years in the Gulfof Mexico-^ There
is a significant consensus on the failure rate proposed by the various sources (about 1 failure per



084- 14

1000 km per year or less, both for offshore and onshore lines). It shall be noted that the definition of
failure' is not unique throughout these studies; in some cases only events causing leaks are ^
considered, in other cases all events notified to control Authorities are included. These studies also
agrees on the failure modes that can affect a pipeline. A comprehensive list of failure causes
includes Environmental Hazards, External and Internal Corrosion, Faulty material or construction, ^
Mechanical failures in ancillary equipment, Impacts caused by human activities along the route.
Among the possible failure causes, the most significant both for offshore and onshore pipeline is
found to be the External Impact with Third Party activities. The percentage of accidents due to this
cause ranges fi-om 50% for onshore data bases® to 70%' for offshore pipelines. The other failure
causes depends strongly on the design criteria adopted for the pipe; asan example the percentage of
corrosion failure varies fi"om 50% for offshore pipelines in Gulf ofMexico'® to 15% for onshore gas
pipelines in Europe^. The importance of the external impact cause implies that the failures should
not be evenly distributed along the lines, but should be found concentrated in the areas where higher
intensity of human activities is occurring. In fact, offshore data show that more than 60% of all
failures are in the 'near platform' area'® and that an higher failure rate is calculated for pipelines
belonging to the Tlowlines', 'Flare' and 'Loading' categories', that are likely to be laid near to
platform or other locations with high operation intensities.
The pipeline characteristics as well show a significant effect on pipeline failure rate. Most important ^
are the diameter and thickness; it has been shown by most researchers that high diameter pipelines
present a significantly lower failure rate'*-® "''®-®''®; the same effect is shown for increasing thickness
(the two parameters are in effect correlated). This can be explained considering the higher resistance
that a high thickness pipelines present with respect to defects, mainly due as shown before to
external impact and corrosion.

The suggestions that can be drawn from the consideration of the historical experience on
pipelines failures are: H

- The scarcity of data on pipeline failures is an indicator of the high level of safety reached by
this technology; this however also poses a limit on the significance of risk analyses based ^
purely on the statistical analysis of the available failure data. There are also indications that the
design characteristics of modem pipelines should imply a probability of failure lower than that
derived from the straightforward application ofthe statistics. p

- The data clearly indicate that external impact is the most likely cause of failure; This implies ;
that the analysis should be addressed specifically to the areas where human activities occur and
thereforethe possibility of external impact shall be recognized. ^

- The importance of the external impact as a cause of failure also indicates that the design
characteristics of the pipeline play an important role in the probability of failure, as indicated
by the strongdependence of the statistical failure rate from the pipe diameter and thickness.

These suggestions lead to the conclusion that the risk assessment of a pipeline shall be able
to cope with site-specific and design-specific aspects; in particular it shall be able to identify the ^
expected frequency and characteristics of external impacts and to define the probability of failure of
the pipeline taking into account the actual pipe design.

The procedures that has been developed in Snamprogetti for the risk analysis of offshore and
onshore pipeline on the basis of theseconsiderations are briefly described in the following. ^

OFFSHORE PIPELINES

The accidental loads conditions which could cause sealines to fail can be schematically separated into
two categories: natural and manmade. Natural are those related to environmental and/or natural p,
occurrences and disasters such as severe sea state, hurricanes, earthquakes, landslides, sea bottom
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instability, etc. Manmade hazards are those related to offshore human activities, erroneous operating
^ conditions and materials deficiency.

Theattention is focused on impact hazards related to the use and exploitation of the area in which a
sealine is planned to be installed, aimed to the definition of the frequencies of interaction between the

^ threading activities and the sealines. Impact loads and damages induced to the sealine are then
deterministically evaluated.
Information on mass and water falling speeds of containers, anchors, etc,, are used to compute

^ impact energies and forces; damages induced to the sealine, mainly in terms ofdenting and hooking
displacement, are evaluated with analytical mechanical models.
In the following, the general issues related to the evaluation of the accident fi-equency are described.

The commercial navigation and the deep water fishing activities can be considered as the main
sources of accidental external impacts for the sealines'. The common use of defined shipping routes
and the definition of specific fishing areasrestrict the sealine portion at risk to the crossings with the
commercial routes and fishing zones.
The following mainaccidental loads scenario can be identified;
• the pipe hit by ships anchors;

^ • the pipe hit by falling objects lost by passing ships;
• the pipe hit by sinking ships;
• the pipe hit by deep water fishing devices (trawl doors).

Interaction with Ship Anchors

Impacts with ships anchors are strictly related to the occurrence of emergency situations on board
requiring unplanned anchoring operations. Planned anchoring is in fact carried out in dedicated areas
away from any subsea obstacle/structure. The loss of steerage is the main reason leading to
emergency anchoring, particularly when sailing within navigation channels because of the shallow
waters (risk of ship grounding) and congested canalized ship trafHc (risk of collisions). The loss of
steerage probability can be assessed by fault tree analysis. The relevant failure rates can be gathered
and processed from availabledata banks and literature.

1-t The impact with the pipeline could be:
^ direct: the anchor is supposed to hit the pipeline if failing within an interaction corridor centered

on the sealine, whose width equals the pipe diameter plus the anchor width. Recent
analysis'̂ demonstrated that damages can be expected in terms of local deformations of
the pipe shell up to 25% of the pipe diameter, for the largest anchors adopted (up to 26
tons);

indirect: the anchor is supposed to be thrown within an interaction corridor whose width equals the
^ distance needed by the ship to completely stop (anchor dragging distance), governed by

the embedded anchor efficiency, soil characteristics and initial ship velocity. This impact
scenario is the worst expected, in terms of potential damages, because of the possibility of

^ pipe hooking. Local indentation and considerable global pipe deflection (particulariy for
on bottom pipelines) could occur.

The expected interaction frequency is governed by the ship dimensions (influencing the anchor
weight and geometry), the ship traffic intensity over the pipeline and the ship velocity, while the
extent of the effects are strictly related to the on bottom pipeline configuration (pipe resting on the
sea floor, trenched or buried).
A rough estimation of the interaction frequency, for both the aforementioned impact typologies, can
be obtained by implementing the following relationship, assuming the ship traffic uniformly
distributed over the route width:

^ Ni—̂ nj Lqi / vj (I)
where

Nj is the occurrence perunit time relevant to theship size class i;
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X is the emergency anchoring rate per ship;
n\ is the traffic intensity overthe pipeline;
Lei critical corridor length across the pipe;
vj is the cruise ship velocity.

Interaction with Dropped Objects

The "dropped object" casualty category refers to those events in which an object can be lost or
washed overboard from the ship deck because of heavy weather. From available literature, it appears
that the loss of containers is the most frequent incident in open sea. However, most of loaded
containers lost by containers carriers stay floated and only a small portion sinks due to a lack of ^
water tightness (the maximum allowable container load iswell below the weight ofthe volume ofthe •
displaced water).
Sinking mass of the largest standard containers (49 feet) can be in the order of 100 tons with ^
terminal velocities up to 3 - 5 m/s (depending on the object orientation during sinking^^ Large ^
impact energies can then be expected. Aconsiderable portion of this energy should be dissipated in
the container deformation, at the impact, being its stiffness lower than that of the pipe shell.
However, plastic deformations can be induced to the pipe ifresting on the sea bottom. ^
The interaction occurs if the container is lost within a corridor across the pipeline whose width
equals the container length plus the pipe diameter. A rough estimation of the expected number of
interaction can be obtained by applying the same relation (1),where nj is only the container carriers
traffic.

Interaction with Sinking Ships

The ship foundering (due to heavy weather, structural failure, fire/explosion on board etc.) and the
collision withincoming ships are the main causes of ship sinking.
Incase thesinking event occurs within an area across the pipeline whose width equals the ship length
plus the pipe diameter, the interaction with the pipeline could occur. The impact with the pipeline can
be:

direct: the ship hits directly the pipeline with the hull;
indirect: the ship hits theseabottom and then lies over the pipeline.
In bothcases, because of the large impact energies involved in this event, large pipe indentations are
expected, particularly for pipes resting on the sea floor. Nevertheless, this should not necessarily
imply pipe rupture as the stiffiiess of the ship hull can be significantly lower than that of the pipe
shell (a large portion of the impact energy will then bedissipated in the hull deflection) and the ship
hull could not produce a notch on the pipe wall..
Arough estimation ofthe expected frequency ofthis event can be obtained by applying the following
relationship:
Ni = XiniLci (2)
where

is the casualty rate expressed in terms sinking events per unit length sailed and ship. This
value, depending ontheship size and characteristics, can be found in specific data banks'"* '-.

Interaction with Fishing Activities
A

Outside the commercial shipping routes crossing areas, the external impact hazards for a sealine is
dominated by the fishing activities carried out by the use of trawl gears. In this type of fishing, the
fishing vessels tows a system constituted by a bag net that is maintained close to the sea bed by ^
means of two doors also ensuring the required opening of the net. This activity can be carried out
even in deep water (up to 1000 m) and, because of the trawl doors acting directly on the sea bottom.

i 1
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it represents an hazard for any unburied pipes and cables. The trawl doors can weight up to 1300 kg
andare usually towed bythe fishing vessels at velocities of about3 -4 knots.

Because of thehigh probability of occurrence expected forthis event, in case of crossing ofa specific
^ fishing area, this scenario is usually covered by the pipe design. Anyway, field test demonstrated that

impacts by trawl doors should not damage significantly the pipeline'̂ , apart fi-om local damages on
the concrete coating (if present). Onthe contrary, if hooking occurs (e.g. along a pipe portion in fi-ee
span) possible damages for the fishing vessel/devices canbe expected.

ONSHORE PIPELINES

A tool for the integrated assessment of the Risk related to onshore pipeline interaction with third
party activities has been developed. The main tasks are the probabilistic definition of the impart

(fiai ' scenario using Event Tree technique and the failure probability quantification with structural
reliability methods; both these tasks will be described in the following.

Deflnition of impact scenarios

One ofthe main task in assessing the Risk related to onshore pipelines is the definition of the impact
interaction scenarios between agricultural and civil works machines and the pipelines since, as
mentioned, Third Party activities are responsible of 50 % of the total number of failures.
Improving the knowledge regarding the interaction modalities and a characterization of the machines
involved in both agricultural and civil works can significantly reduce the uncertainties related to the
quantification of the pipelines failure probability.
The interaction scenario depends on the energy of the machines working in the area crossed by the
pipeline. To assess the scenario it is therefore necessary to identify the types of works and the
corresponding machines. This analysis is done for typical land uses of the areas crossed by onshore
pipelines, e.g. Urban, Industrial, Agricultural, Rural, using an Event Treeapproach (figure 1.)

I ! i ! Tc. i! :

-|0|

Fig. 1: Event Tree representation ofpossible impact scenarios

The Event Tree approach allows to take directly into account the types of works carried out, the
Nj' associated machines used, machines classes/sizes and the tool types.
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Developing each Event Tree it is possible to compute the probability of occurrence of each impact
scenario, defined in terms of both machine and tool; adding the irformation related to the
Machines/Tools masses and their working velocities it is possible to associate toeach combination its
impact energy. ...
Summarizing over each Machine/Tool group the impact energy, weighted with impact scenario
occurrence probability, the impact energy cumulative distribution (i.e. the probability ofexceeding a
given impact energy) is calculated for each ofthe five typical areas and each Machine/Tool.

Atypical impact energy cumulative distribution is shown in Figure 2for the excavator machine and
the tooth tool.

Impact Energy Cumulative Distribution
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Fig. 2: Impact scenario computed cumulative energy distribution
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The impact energy distributions are the main input to the probabilistic assessment of the defects
induced toa pipe by Third Party activities and thus to the consequent pipelines failure probability.
The adopted Event Tree definition of the impact scenarios has the advantage that can be easily
tailored to represent a site specific situation, both in terms of machine types/sizes and machines
usage, simply changing the machines orworking activities probabilities. It can also be easily updated
to take into account changes in machine masses and working velocities simply modifying a data base.
Aprogram for the calculation ofthe impact energy distribution based on this approach (IMPACT)
has been developed in Snamprogetti for use within pipeline risk assessment studies

Failure probability quantification

The state of the art of the Structural Reliability Analysis tools makes it possible an assessment of the
structural failure probability in a numerical/analytical way rather than making reference to global and
non specific historical failure data.
Historical failure data can be adopted for the quantification of release occurrence due to failures for
causes different from the Thir Party activities, such as corrosion, land-slides, material defects.

The steps that shall be carried out for the probability quantiifcation with mechnaical reliability
modeling are:

- characterization of the incidental scenarios (i.e. definition of the impact energies)
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identification ofthe involved pipeline failure modes (e.g. puncture, gouging, denting, etc.)
and the applicable failure criteria

- probabilistic modellization ofthe pipeline mechanical data
The main advantages of this procedure is that the calculated failure probabilities take directly into
account theuncertainties related both to the pipeline mechanical data and load data, are therefore site
specific and referred to the specific pipeline design.

Mechanical Reliability Modeling. Inthe following theprocedure to compute thefailure probability
of a structural/mechanical component or system will be briefly outlined; for a more detailed
information see e.g.
In the next paragraph an application to the evaluation ofthe pipe puncture probability is presented.
It is possible to define the behaviour ofa structural component or system by the so-called limii state
junction g(X) which allows to discriminate between the safe and unsafe states ofa system with the
following rules:

> 0 safe state

g(X) = 0 limit state
< 0 unsafe / failure state

where g is a function of Load and Resistance, X is a vector including both the random and
/0i deterministic variables.

\

<5^

Then the failure probability can be calculated by:

Pf = fx{x)dx
g(.V)^0

where fxi^) the joint probability density function of the random variables included in X and
g{X) < 0 is the failure domain.
The integral can be evaluated both using simulation methods (Crude, Imponance and Adaptive
Sampling Montecarlo) orwith the so-called Form/Sorm methods or better with a combination ofthe
mentioned methods.

^ In the numerical example presented hereafter, a Form/Sorm method with simulation correction will
be used.

Numerical Example. The methodology outlined is applied to the calculation of the probability of
pipeline puncture due to impact with an excavator.

w Table 1 summarizes the pipeline data and the distributions adopted in the example, the impact
scenario (i.e. impact energy distribution, tool width and length distribution, etc.) have been
calculated usingthe method presented.
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1Variable Distr. Type Expectation Std.Deviation S
1Yield Stress (MPa) Lognormal 442 33

1Thickness (mm) Lognormal 13.4 1 1
1Impact Energy (kJ) Lognormal 23.7 7.21

1Working Depth (mm) Normal 1250 333

1Tooth Width (mm) Normal 27.5 7.5

1Tooth Length (mm) Normal 100 16.7

1Diameter (") Deterministic 36

jsMYS (MPa) Deterministic 413

1Oper. Pressure (MPa) Deterministic 7

Table 1: Characteristic of the randomvariables and deterministic parameter

the impact scenario (i.e. impact energy distribution, tool width and length distribution, etc.) have
been calculated using the method presented.

The calculated failure probability, i.e. the probability of having a puncture given the impact, is
calculated to be 0.078 and the dimensions of the release area can be roughly evaluated from the
tooth width and length giving the maximum contribution to the failure probability (26 and 96.7 mm
respectively). The release area calculated in this way is only an estimate of the expectation of the
leak area distribution; the actual leak area distribution is assessed by a Montecario simulation with
Importance Sampling scheme.
Moreover, fixed the safety coefficient and the internal pressure, the effect on the puncture probability
of changing the pipe diameter have been investigated. The pipeline wall thickness is related to the
diameter by means ofthe following formula:

P'D
t =

2'k'SMYS

and it is calculated fixing the safety coefficient k to 0.62 and the pressure to 7 MPa.
The resulting puncture probability, as a function of the pipe diameter, is shown in Fig. 3 for two
different levels of impact energies; in both cases this confirms the behaviour shown by incidental
data, that is that for a given safety coefficient and internal pressure the pipelines safety increase with
the diameter, due to the increasing wall thickness.
Neverthless the ratio between the 48" pipe and the 16" pipe puncture probability is quite different in
the two cases, namely 40 for average impact energy of 24 kJ and 10000 for 8.1 kJ, showing that the
availability of large amount of impact energy greatly reduces the importance of increasing the wall
thickness.
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Figure 3: Calculated puncture probability vs. pipe diameter
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•%—E>24lcJ

-#—E»8.1kJ

CONCLUSIONS

The main aspects of two procedures for the risk assessment of pipelines have been presented.
The focus is on the possibility to perform a site-specific, design-specific analysis for the most
important failure mode, i.e. the failure due to impact with third party activities. For offshore pipelines
a simplified approach to the assessment of the probability of interaction with the human activities
along the pipeline route has been presented. For onshore pipelines, an integrated approach to
determine the imapct scenario (in terms of impact energy and impacting object dimensions) and to
assess the pipeline safety with mechanical reliability methods has been illustrated, together with a
typica applciation example. The techniques have been applied in the risk assessment of offshore and
onshore pipelines and has proven to be applicable and efficient within the context of the pipeline
design process.
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A Zone Model for Smoke Transport Aboard Human-Crewed Spacecraft

ABSTRACT

S. Jones, M. Paul, F. Issacci, I. Catton, G. Apostolakis

Mechanical, Aerospace and Nuclear Engineering
University of California
Los Angeles, CA 90024-1597

A one-dimensional transport, deposition and agglomeration model for smoke particles has
been developed for application to a microgravity environment. The purpose of this model is to
determine the concentration of smoke as a function of time and space for application in a
probabilistic fire safety assessment of habitable spacecraft. This concentration model is then
used to determine the time until smoke detector response and the net deposition along the
transport path. The latter can be used to determine the time until damage occurs to critical
systems and/or human exposure.

The lack of a sufficient database of microgravity combustion information and the unknowns
associated with the design ofa human-crewed spacecraft introduce a great deal of uncertainty
in the applying this model. Therefore, an input parameter sensitivity analysis was performed.
However, this information was unavailable at the time of publication.

INTRODUCTION

The risk to the crew from fires aboard spacecraft may be considerable. The crew must not
only rely upon the spacecraft systems but also upon the maintainability of a breathable

^ environment. Their lack of regress makes the threat ofatmospheric contamination a significant
issue.

All spacecraft materials must satisfy NASA fire safety requirements. Particularly, most of
these requirements pertain to fiammability. In an attempt to achieve a non-fiammable wiring
insulation with good mechanical properties, current applications implement various fiuoro-

1
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polymer wire insulations. Although these insulations do realize very admirable thermal
characteristics, the products of thermal degradation do pose a significant health hazard.

One of the foremost threats to wiring thermal integrity is the threat of excess current flow.
These excess current loads, ranging from low trickle currents to full short-circuits, generate heat ^
via ohmic heating. This heating can be sufficient to promote thermal degradation of the wire
insulation.

The evaluation the consequences of an overloaded wiring event consists of a temporal
competition between the time for damage to occur and the time for detection, suppression and
mitigation. A key element in this evaluation is the development of models which can predict
the source, transport and deposition ofoffending species as a function of time and space. ^

For example, suppose a wire were to overheat at location A within some chamber. To t [
predict the detection time, one mustdetermine the concentration of smokeat a smoke detector
at location B. The model required must not only quantify the source of smoke generated as a
function of time, but also the transport of smoke from A to B. Furthermore, the deposition
along the patii must also bedescribed to determine the attenuation of particulate concentration.
Additionally, one may be interested in the time for smoke damage to occur ofsome key system
located atposition C within the chamber. As before, one must develop models for the source,
transport and deposition of smoke particulates from the source at A to the target at C. Once
these models are developed, the detection and damage times are simply the time at which some
crucial threshold limit of smoke concentration at that point is achieved.

Microgravity environment experiments naturally focus upon quantifying the source of ^
potential threats. All other aspects of the problem, given an event has occurred rely upon
determining the nature ofthe generated species. To quantify the source ofsmoke, for example,
one must know the rate of smoke produced and the size distribution of particulates generated.
Subsequent smoke transport and deposition calculations and hence damage and detection time
estimates are dependent upon an accurate assessment of these values.

Regardless of how accurately we attempt to model the transport and deposition of smoke
particles, substantial uncertainties will still remain. Not only does substantial uncertainty exist
in the model parameters, but inherent to the models themselves are assumptions which introduce
unce^nty. Additionally, uncertainty is introduced due to geometrical concerns. Because a
specific design ofa human-crewed spacecraft is not the focus of this study, scenario specific H
parameters such as the geometrical configuration of the chamber.

A probabilistic assessment of the models of transport and deposition determines the
sensitivity of the final result (damage time or detection time) to variations of the input ^
parameters. Each input parameter is assigned a probability density function which signifies the -
state-of-knowledge of the value of that parameter. Parameters that are well known have very
n^ow probability distributions, while those parameters with large uncertainty have wider ^
distributions. Once distributions have been assigned to each of the model input parameters, a '
Monte Carlo simulation (or similar technique) can be used to determine the distribution of the
model output. p
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MODEL DEVELOPMENT

To develop models for the transport and deposition of smoke, one must first determine
which mechanisms are dominant or crucial to generate accurate predictions. In an ideal world,
one could model all phenomena regardless of theiractual contribution. However, due to the fact
that multiple iterations must beperformed for a parameter sensitivity analysis we must limit our
modelling efforts to the dominant phenomena. However, due to the uncertainty associated with
the scenario of interest, the model must begeneral enough to accommodate many configurations.
For example, the modelling of transport must include the mechanisms of convection and
Brownian motion. Although the effects of Brownian motion (ordinary diffusion) may be
negligible when compared to convective transport, it must be included to account for situations
with no flow. The development of the one-dimensional transport model for smoke begins with
these two mechanisms.

We have developed a computer code which consists of one-dimensional model for the
transport and deposition of smoke particles in a channel flow configuration. The size of the
channel is an inputbecause of the inability to define a specific scenario. This channel is divided
into a number of control volumes, each of which may contain a source of particulates. The
assumption is made that the concentration is uniform over each control volume. The source
term and ambient flow rate used by the computer code are treated as user defined input.

The computer code output is the concentration of smoke within each of these control
volumes as a function of time. Further refinement of the computer code will include the
simulation of a smoke detector in one of the control volumes by recording the time at which a
specific threshold concentration is surpassed.

As stated above, the one-dimensional smoke transport and deposition model begins with
convection and ordinary diffusion. Other transport mechanisms are either too scenario specific,
such as thermo- and electro-phoretic effects, or aredeemed to be negligible. Convective motion
is straightforward, butdiffusive motion includes some rather interesting wrinkles. Todetermine
thediffosion coefficient of anentrained particle we must know the particle diameter. Given this
information, the calculation of diffusion coefficients follows well established techniques.
Furthermore, since the diffusion rate and detector threshold is dependent upon the particle size,
we must determine theparticle size distribution as a function of time and space. TTiis requires
the development of a particle agglomeration code to predict the size distribution as a function
of time. It has been shown that particles agglomerate into clusters. These clusters have

^ different transport characteristics than their individual particle counterparts. The existing
theoretical and empirical models for this agglomeration behavior are extremely limited in
application to a microgravity environment due to the absence of sedimentation effects. The

(ta, computer code assumes an exponential growth of cluster size.
The deposition of particulates is assumed to occur at the boundaries of each of the control

volumes. Determination of the deposition is key to quantifying the time to damage of smoke
^ sensitive equipment and also in determining the attenuation of the net number of particles with

time.

The method of calculation used in the transport model takes advantage of the heat transfer-
imsi mass transfer analogy. Incorporating well established heat transfer correlations, the model

accounts for deposition via diffosion through a boundary layer. Other deposition mechanisms
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such as thermo- and electro-phoretic effects are neglected since these are scenario specific. The
computer code allows the user to input the flow velocity. Once solving for the flow conditions,
the code automatically selects the corresponding mass transfer relationship to determine the
deposition coefficient.

Analyses ^e underway which will determine the applicability of the above computer code.
To test the validity of the model, a specific scenario will be simulated and an input parameter
sensitivity analysis is to be performed. This sensitivity analysis will take the form of a Latin
Hypercube simulation.

CONCLUSIONS

Aone-dimiensional model for the transport, deposition and agglomeration ofsmoke particles
has been developed for application to channel flow in a microgravity environment. The input
parameters include the spatial dimensions, the smoke production rate and the ambient flow
velocity. Model output is the detection time and the net deposition along the path from which
one can generate estimates of the time until damage occurs.

The work in progress constitutes aLatin Hypercube simulation to account for the parameter
uncertainty. Distributions are being developed for the input parameters. Mean values of these
distributions are taken from experiment data, smoke detector specifications and geometrical
configurations of the proposed space station design.

T^e development ofthis model may have extensive use in a safety assessment ofthe threat
to station systems and crew from smoke particulates. This model can be used as apredictive tool
for determining the smoke exposure to both the crew and critical systems within the craft. In
addition, since the model can be used as a predictive tool for smoke detector response, this
model may be used a design tool for the fire safety manager.
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COMMERCIAL SPACE TRANSPORTATION REGULATION:

AN EVOLUTION IN RISK MANAGEMENT

Ronald K. Cress and Derek E. Lang

Licensing and Safety Division
Office of Commercial Space Transportation
U.S. Department of Transportation
400 7th Street, S.W., Room 5402A
Washington, D.C. 20590

INTRODUCTION

The first commercial space launch licensed bythe U.S. Department ofTransportation's
Office of Commercial Space Transportation (OCST) was conducted in 1989. Since then,
OCST has issued over 27 licenses to commercial space launch companies and overseen
more than 35 licensed launches. The number of commercial space launches projected by

^ U.S. industry steadily rises and the innovative industry continues todevelop new concepts
in space transportation. These include new vehicles and launch concepts such as orbital
launch vehicles released from aircraft and launched from the sea. There are concepts for

^ single-stage-to-orbit vehicles capable of returning toearth. These reusable vehicles would
be designed to incorporate aircraft-like maintenance and turn-around characteristics. In
addition, new industry initiatives such as individual constellations of up to 60 or 70
communications satellites in low earth orbit and reentry vehicles also present new safety
issues.

The risk management framework necessary toassure that these activities are conducted
safely is challenged toevolve with an industry that is not only becoming more diverse, but
also more complex. OCST ischallenged toassure public safety while maintaining a robust
regulatory program that easily accommodates industry's innovations and growth. This
paper provides a summary of the development of OCST's risk management program and
illustrates the complexities of managing risks for a new industry.

RISK MEASURES AS A REGULATORY DECISION TOOL

Federal Executive Order No.'s 12498 and 12291 direct safety regulators to use risk
^ assessments to assure safety regulations address real and significant risks to public safety

and base regulatory actions on the potential costs and benefits. Similarly, risk assessment

085-5



085 -6

is aprincipal component of OCST's licensing and regulatory decisions on acase-by-case
basis. For example, OCST requires that all license applicants identify and address the
public safety risks posed by the proposed operations as part of their application. The
applicants conduct failure analyses and calculate the resulting hazards due to launch,
overflight of populated areas, and eventual reentry of the launch vehicle back to earth after
reaching space. These risks are commonly measured in terms of expected values, or
expected casualties, as defined by Equation (1);

Ec = li Pi^i. Ni Equation (1)
A|

where E^ = Expected casualty
Pj = Impact probability density
A„i = Hazard area associated with an impact on Aj
Ai s the area in which debris impacts can occur
Nj = Number of people in Aj at risk

Some examples of the resulting estimated risks associated with the overflight of land
masses during the launch phase of various launch vehicles are provided in Table 1.'-^

Launch Vehicle Launch Site Flight
Azimuth (deg)

Overflight
Expected
C^ualties (per

event)

Delta 6925 Cape Canaveral AFS,
FL

95 3.7x10-*

Atlas Centaur Cape Canaveral AFS.
FL

90 4.0x10-*

Scout Wallops Island, VA 90 8.47x10'

Table 1. Example Launch Land Overflight Risks

In addition, OCST implements a statutory risk-sharing regime by setting insurance
requirements to cover maximum probably third party and government property losses
resulting from the launch operations. OCST uses a risk-based analytical concept to
determine "Maximum Probable Loss." This methodology identifies the maximum loss
accident scenario that has a probability of occurrence greater than the threshold which has
been set by OCST. Based on an analysis ofthe accepted risks in other currently regulated
activities, the threshold probabilities were set atone inten million for third party casualties
and one in one hundred thousand for govemment property losses that may result from the
licensee's launch activities. While it is possible that losses could exceed the resultant
insurance requirements, it is not probable. Typical insurance requirements using this
concept have ranged from $1-164 million depending on the computed risks.^

As technology progresses into new realms and space activities become more visible to
the public. OCST continues to refine and develop new risk management tools to fulfill its
safety responsibilities. OCST has utilized performance criteria to which applicants must
design and operate their systems in developing special approval criteria for the COMET
reentry vehicle which is designed to return from earth orbit to a designated landing site.
Current plans call for the COMET reentry vehicle to land by parachute in Utah. Because
this would be the first commercial ballistic reentry vehicle to land on the continental United
States, it was important to develop safety criteria that would address the public's safety
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concerns and promote acceptance of this new transportation activity and yet not inhibit
potentially innovative design and operational approaches by the applicant.

The first criterion limits the number of estimated off-site landings to no more than
three in one thousand in order to assure that the vehicle will perform as intended. The
other two criteria limit the probability ofany casualty (which includes serious injury) to the
local and global populace to no more than one in a million. In the case of these latter
criteria, using probability ofany casualty versus expected casualty shifts the focus from a
more abstract concept toa more direct consequence ofan off-site landing (e.g., the remote
likelihood of occurrence of any casualty). Yet, a simple mathematical proof can be used
to show that this form of risk measure can be computed with the same level of complexity
necessary to calculate expected casualty.^

PROBLEMS IN RISK QUANTIFICATION

Because analytical risk methodologies are not an exact science, quantifying risks for
the purposes of developing regulatory requirements is not always easy. In some cases,
traditional methodologies do not adequately characterize the true risks. For example, the
models for predicting risks due to objects that decay from orbit and randonJy reenter back
to earth were developed in the early 1960*s for U.S. Government programs.* In the context
of regulating commercial activities, these models sometimes predicted risk levels which
appeared very conservative and inconsistent with the limited empirical data available.
Some risk estimates implied that random reentries of rocket motors left in orbit would
impact close enough to individuals to be readily observed, or result in other observations
(such as holes in roofs), on an annual basis; yet finding this type of evidence is rare.
Reexamination of these models suggest that additional research in the areas of likelihood
of survivability of a reentering object, the surviving object's characteristics (e.g., size,
ballistic coefficient, terminal velocity), the effects of sheltering, variations in population
distribution, and even the time of day, may provide more accurate predictions.

Often there is insufficient empirical data to accurately conduct the reliability analyses
necessary to conduct risk assessments. For example, the number of times vehicle
components have been flown in space simply is not enough to be able to develop statistical
distributions with any statistical confidence for assessing reliability. Performance for solid
rocket motors which can only be fired once must be analyzed based on empirical data
collected from static tests on the ground and rely on manufacturing quality control to
maintain repeatability. Similar problems exist with high cost, limited production composite
structures where analytical methodologies can estimate strength characteristics, but
reproducibility is based on almost "engineering model-shop" manufacturing processes.

In other instances, traditional methodologies formeasuring risks may notbe useful for
regulatory decision-making purposes. In the case ofon-orbit collision probabilities, the
scientific measure of risks has typically been the time between collisions, usually on the
order of 10^ to lO' years for low earth orbiting objects for example.^ From a risk
management perspective, space operations and subsequently the space environment will
undoubtedly change significantly before even the lower bound is reached. Thus, a more
meaningful risk measure may be more desirable for making regulatory decisions about how
commercial space operations are conducted. Because these risk assessment tools have
limitations, OCST continues to conduct research to develop new tools and approaches that
will allow OCST to make effective and judicious regulatory decisions.

Events like the reentry of NASA's large Spacelab or Soviet satellites containing nuclear
power sources were extreme examples of this situation, but they heightened concern of
reentering objects from orbit.
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RISK MANAGEMENT CHALLENGES ^
: I

There are many challenges in effectively and efficiently managing the risks to the
public from commercial launch activities. The discussion below raises just afew important ^
examples of the issues that affect the risk management process from a regulatoiy
perspective.

The growth and dynamics ofthe commercial space transportation challenge OCST to
assure that its licensing requirements keep pace with industry's innovations while ^
maintaining public safety and public acceptance of commercial launch activities. One
approach used by OCST to develop regulatory requirements that will not hinder industry
is to rely on performance criteria, i.e;. define safety goals versus specifying methods for
achieving safety. Performance criteria provide industry with agreat deal of flexibility in '
choosing how to design and operate a vehicle, as long as it is capable of clearly and
adequately demonstrating that the choices satisfy the safety criteria. However, in making
design decisions, facing general high-level performance-based safety criteria can present a
difficult problem to a company compared to the imposition of very specific design
specifications. This performance-based approach relies heavily on the maturity of the
applicant and may pose problems when the applicant must decide how it might approach I
its safety demonstrations and what approaches would be acceptable to OCST. Thus, the
added flexibility provided by performance criteria may actually create additional costs to
the applicant in trying to find an acceptable methodology for demonstrating safety.

Moreover, developing criteria that provides flexibility while maintaining safety requires
significant research. For example, in developing criteria for the safety evaluation of
commercial launch sites, one might assume that because the government has been involved
in conducting launches and operating launch sites safely for over 45 years, current operating
practices at government launch sites would be appropriate regulatory requirements to ensure
public safety. However, this is not necessarily the case. While commercial space launch
activities should be regulated only to the extent necessary to assure public safety,
examination of the historical evolution of government launch site "safety" requirements
shows that many requirements had little, or no, relationship to public safety, but rather were
driven by other important mission-oriented concerns. For example, the requirements for
redundant tracking (e.g., radar) systems resulted from the destruction ofa perfectly good
launch vehicle and its payload because ofa loss of the single tracking system. No longer
being able to determine the location and movement of the vehicle and to ensure that it had
not changed direction such that the public would be exposed, the vehicle was destroyed.
Thus, the requirement for redundant tracking systems was introduced more to improve r',
mission success than to protect the public. While the dual role ofredundant tracking meets
the needs of mission success and public safety, the regulator's concern is to develop
requirements to assure public safety and not mission success. Thus, OCST's functionality
studies and risk analyses designed to understand the "real and significant** hazards posed
by launch operations and the dynamic interrelationships between launch personnel,
procedures, safety equipment and risk are being used to develop appropriate requirements p-,
to assure public safety.

Voluntary industry standards may be one solution to retaining the flexibility offered
by performance criteria, yet providing an applicant guidance in determining what safety c*.
demonstrations will satisfy OCST. In other fields where industries have developed their
own standards, the respective Federal regulatory agencies, such as the Federal Aviation
Administration and Nuclear Regulatory Commission, have adopted these standards as part ^
of their regulatory framework. This "self-regulation" streamlines the Federal regulatory
process and creates a cost-effective me?ns for indusuy to assure public safety. Such
standards might cover component interfaces, hardware design margins, and analytical ^
methodologies for estimating reliability or risk. Voluntary industry standards also retain
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the flexibility of offering a number of acceptable options from which an applicant may
choose. OCST initiated a workshop as acatalyst for commercial industry to examine the
potential benefits ofvoluntary industry standards.

OCST has also developed several aids to assist applicants in analyzing the risks posed
by their proposed operations. Prior to the creation of the commercial launch industiy. the
government typically conducted launch operations and took responsibility for assessing

^ safety and early license applicants did not know how to approach the problem of
determining the risks of collision with other orbital objects. Therefore, OCST developed
arelatively simple tutorial to educate the companies on how to measure the probability of

^ a collision and aid these companies in understanding the risks posed by their proposed
operations ®OCST does not require the use of the methodologies described in the aids, so
applicants may choose to use other approaches, the validity of which will be assessed by

^ OCST on a case-by-case basis. ...... ^ ,
Public acceptance of commercial space transportauon acUviUes is also important.

Unlike National Aeronautics and Space Administration (NASA) or Department ofDefense
I (DOD) programs which are conducted by the government for national interests, hazardous

commercial acUvities (whether space-related orotherwise, such as airports, nuclear power
plants and transportation of hazardous materials) confront public scrutiny before being
allowed in the public's "backyard." Drastic changes in the type of operations or how

^ operations are typically conducted understandably raise public concerns. For example, the
final preparation of satellites prior to launch typically includes many hazardous activities
including the handling of explosives and fueling activities that include highly volatile and
toxic propellants. For government operations, these preparations had always been
performed in remote areas, but acommercial company opened up afacility within acity
adjacent to alaunch range. Public concern regarding the potential dangers led OCST and
the Environmental Protection Agency to jointly perform an assessment of the potentid
accidents and the public exposure for a worst case incident. The study examined the
facility's design criteria which was markedly different from that of the government s, its
operating policies and procedures, the use of Fault Tree Analyses and vapor dispersion
models given an explosion and release of toxic materials. The study found that the new
technology used in the construction and operation of the facility resulted in operations thai
are safe to the public and even under worst case conditions, there was asignificant safety
margin.'' Thus. OCST's interactions with the public are an important part of addressing
concerns and maintaining public confidence in the safety of commercial space transportation
activities.

CONCLUSION

In summary. OCST continues to refine its use of risk assessment tCMls and its risk
management program to assure safety in agrowing and dynanuc commercial environment.
OCST must address a broad spectrum issues, similar to the Nuclear ^Regulator
Commission. Envkonmental Protection Agency, and Food and Drug Administration, in
order to protect public safety and give the public confidence in space transportation
activities In some cases, public safety is identifiable and quantifiable; while in others, the
need for assurance of safety is afunction of public perception and confidence. Thus, there
is aneed for continued balance between industry growth and public education. OCST has
made a commitment to utilizing performance criteria to the extent possible to allow
flexibility to the industry and allow industry to be innovative, while maintaining adequate
levels of safety. At the same time. OCST continues to educate the industry and the public
as part of its risk management strategy for assuring safety.
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Introduction

Formal risk assessment techniques were first applied in the United Kingdom civil
aviation industry in the early 1960's in the evaluation and certification of aircraft for "all
weather operations". Risk assessment has also played an important part over many years in
defining the safety standards for the air traffic services, perhaps most significantly in the
definition of aircraft separation criteria for North Atlantic traffic. However, unlike the
process used in the certification ofaircraft systems, less attention was paid in the past to the
application of structured risk assessment programmes to air traffic service engineered
systems, procedures and the airtraffic controllers* task.

There is a well-established culture within the UK Civil Aviation Authority that 'safety
is the primary purpose ofair traffic control (ATC)'. However, a safety review conducted
in 1990 concluded that safety cannot be applied intuitively and there was a clear

^ requirement for the introduction ofa formal Safety Management System within the UK
National Air Traffic Services (NATS), particularly in the light of the public inquiries into
recent public transport and ofF-shore oil industry disasters, where management failures were
seen as contributing causal factors. An important aspect of this more formal approach to
Safety Management has been the adoption ofa structured programme ofrisk assessment in
the design ofnew air traffic service systems and the presentation ofthe results by means of
Safety Cases - on similar lines to the approach us^ for a number of years in the UK's
Nuclear Industry. In simple terms, a Safety Case defines the system safety requirements
and presents the evidence, arguments and assumptions used to show the degree of

fm compliance with these requirements.
The completed Safety Case provides an assurance to the managers who are

responsible for the safety ofATC operations, and also to the regulatory authorities, that the
^ potential hazards ofa new system and its associated procedures have been identified and

appropriate controls provided. Furthermore, aSafety Case remains a 'live' document once a
new system is in operational service, and it is maintained to provide continued assurance
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that safety management procedures are in place to ensure that the design, construction,
maintenance and operation of the system continue to meetthe safety objectives throughout
its life cycle.

Basic Principles of SafeAir Traffic Control ^
1 !

In order to define the conteTct for risk assessment it is necessary to consider the
structure of the current air traflBc control system to identify the built-in safety features that ^
have withstood the test of time so far. Commercial air transport flights are normally •
confined to protected airspace under the control of a specific ATC agency. There are
demanding licensing requirements for pilots to fly in this controlled airspace and equivalent ^
requirements for the controllers providing the air traffic control service. To interface the
two, suitable air/ground communications and navigation &cilities are available along the
airway routes. ^

To avoid route conflictions between aircraft, plans for intended flights are first ' 1
submitted by the aircraft operators to the ATC agencies concerned. Departure rates fi-om
airports are regulated to r^uce mid-air congestion and safe separation between aircraft is n
maintained by the use ofradar to resolve possible conflicts, or by procedural methods where
radar cover is not available. Radar plays a vital part in ensuring safety while expediting
traffic flow and permitting maximum utilisation of the limited airspace capacity available, ^
over western Europe in particular.

From the ATC perspective, safety is achieved through the maintenance of clearly
defined and internationally agreed separation criteria between individual aircraft. The ^
dimensions of the volume of airspace assigned to each aircraft are designed to allow for the
performance accuracy of the surveillance radars and navigational aids in use, aircraft
navigation and altimeter accuracy, andhuman factors that could erode safety levels. ^

The objective of this complex system of air traffic control is to maximise traffic flow ( \
while minimising the risk of a mid-air collision - potentially the most catastrophic type of
accident that could be caused by an air traffic service orwhere the service might be cited as ^
a contributory factor. There are other types of accident where the air traffic service could , '
be a causal factor, but the focus of this paper is the risk of a collision caused by a loss or
degradation of air traffic control. Any changes to the equipment and procedures that ^
constitute this well-proven systemneedto be subjea to thorough assessment if the excellent
safety record is to be maintained.

NATS Safety Analysis Programme

NATS' key safety policy is to minimise the risks of causing an aircraft accident as far
as is reasonably practic^le. It follows that the risk assessment process requires judgement
on a tolerable level of risk for those aspects of aircraft operation that are within the ability
of the air traffic services to influence. As part of the safety case process, all new systems
are screenedfor then- safetysignificance fi'om the outset and a safetyanalysis programme is
undertaken for each system found to be safety related. (As well as the manufactured
equipment, the definition of a 'system' includes the supporting facilities, procedures and
people that in combination achieve an air traffic service function). The analysis programme
covers all phases of system development and operation. The programme is conventional in
that hazards arising from failure conditions in the system are identified and then analysed to
determine their severity. The probability of occurrence is estimated and it is then possible
to assess whether the risk of such an occurrence falls within what is tolerable to NATS.
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This is an iterative activity throughout the design and development process and
responsibility for detailed hazard analysis will often be delegated to the contractor. The
results of this activity are incorporated in the Safety Case. Hazard analysis affects design,
and in an ideal world, the result would be a system that was hazard free. In practice, it
should at least be possible to ensure that new systems contain no surprises and a strategy
should be in place to control any unresolved hazards that remain. This process obviously

^ requires a close working relationship between the equipment manufacturers, the project
management teams and the safetyregulators.

Hazard Identification and Analysis

Once an adequate system definition has been established, a Preliminary Hazard
Analysis is undertaken. At this stagethe focus is on the fiinctions andvulnerabilities of the
system ratherthan on detailed analysis; the aim is to define clearly what constitutes a failure
condition of the system. Having identified the hazards, the preliminary hazard analysis
evaluates them to determine their severity and, if possible, provides an initial estimation of
then- probability of occurrence. Prelimmary Hazard Analysis may well lead to a

^ modification to the design to eliminate some of the hazards or to mitigate their
consequences. On completion of the Preliminary Hazard Analysis, with any necessary
iteration to accommodate design changes, those features of the system requiring detailed
assessments are identified for incorporation in the safety assessment plan. The process is
extended in parallel with the development programme to include sub-systems, environment,
software and further design changes.

Hazard Classification.

Most hazardous industries, including the aviation industry, use the severity of
accidents or degree of loss as a basis for hazard severity classification. But for ATC we

^ have adopted a different approach because the probability of a mid-air collision resulting
from the loss of ability or failure to control aircraft cannot be estimated in the same way.
This is because the dimensions of the airspaceassigned to individual aircraft are, as far as is

(MH reasonably practicable, large enough to reduce the probability of random collisions and give
suflBcient reaction time for the air traffic controllers, pilots or on-board collision avoidance
systems to avert such an event. It follows that maintenance of aircraft separation standards

^ is fundamental to a safe ATC service. Separation standards cannot be maintained if air
traffic control is lost as a result of equipment failure, and sudden total loss of the ability to
control air traffic must therefore be regarded as the worst case event, even though a mid-air

^ collision may not be the result. This is the basis of NATS approach to Hazard Severity
Classification. Hazards are classified according to the severity of their affect on ATC,
taking mto account exposure time to the hazard, availability of fallback systems and the

^ subsequent effects on system capacity and controller workloads. The effects on ATC are
manifested as loss or degradation of the control fiinction. The following definition of the
highest category ofair trafficsystem hazards illustrates the rationale;

A Category 1 hazard is defined as a sudden inability to provide any degree of air
traffic control within one or more airspace sectors for a significant period of time.

^ In other words, controllers have no possible means of controlling aircraft and
separation will be eroded. The most obvious example would be a total loss of
communications between controller and aircraft in a given sector of airspace for

^ longer than a critical time period.
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There are three lessercategories of hazard used inNATS analyses which are defined in
terms of varying degrees of degradation of the ability to control aircraft and the likely
consequent effect on the abilityto maintainsafe separation.

Probability Classification.

The next stage in NATS approach is to estimate or define the probability of a
particular hazard occurring. Probabilities are likely to be expressed in qualitative and/or
quantitative terms, thus it is necessary to have both types of definitions. The units are in
terms of probability of event per operational hour in an ATC sector - a sector is a division
ofairspace.

Table 1. Probability Classification.

Probability Class Qualitative
Definition

Quantitative Value P^
(Probability of event per
operational hour per sector)

n

Frequent Likely to occur often. Ps>10-3
n

Probable Likely to occur many times during
^stem life.

Ps = 10-3 to 10-4
1.

Occasional Likely to occur sometime during
system life.

Ps= 10-4to 10-5 •' ;

Remote Unlikely to occur, but possible. Ps = 10-5 to 10-6

Improbable Very unlikely to occur. Ps = 10-6 to 10-7

Extremely Improbable Extremely unlikely, if not
inconceivable, to occur.

Ps <10-'' i

Tolerability Of Risk.

Having defined severity and probability of a hazard, an estimate is made of the risk
associated with the hazard. Obviously the more severe the potential hazard the less
tolerable the risk of it occurring. For any severity category, a tolerable level of risk has
been classified according to the probability of occurrence. There are four classification
bands:

A: Unacceptable.

B: Undesirable, but may exceptionally be acceptable with the approval of the
Director General Air Traffic Operations - the principlerisk 'owner' in NATS.

C: Acceptable with the agreement of the Operating Authority - usually the General
Manager ofthe unit that will be operating the new system.

D: Acceptable.



Table 2. Risk Tolerability Classification.

Probability ofEvent per Operational
Hour per Sector CATl

Severity
CAT 2

Category
CAT 3 CAT 4

4m
Frequent >10-3 A A A C

Probable 10-3 to 10-4 A A B D

Occasional 10-^to 10-5 A A C D

Remote 10-5 to 10-6 A B D D

Improbable 10"^ to 10-7 B C D D

Extremely Improbable <10-^ C D D D

The table indicates the probability with which a particular hazard can be tolerated per
operational hour per sector. In some cases, particularly for Category 4 events, failure
probabilities that are tolerable fi'om the safety aspect may not be acceptable for commercial
reasons. Lower probability levels would then be required with a cost benefit justification
rather than safety risk.

Products of the Risk Assessment Process

This risk assessmentscheme provides a numberofproducts that play an important part
in safety management. For example:

• It provides a means of identifying and quantifying safety requirements which can
then be translated into reliability and integrity requirements for system components.
These are the specifiedsafety targets that contractors would be expected to meet.

• The requirements provide a target for assurance activity and hence the focus of the
system Safety Case. Where there are system performance shortfalls, and the risk of
hazards not reduced to a tolerable level, mitigation actions can be put in place to
control the risk while remedial action is implemented.

Role of the Safety Case

All of these activities can be controlled using the system Safety Case as a primary
management document, and this document provides the basis for the safety assurances
required by both the operational managers and the safety regulators. Developed properly, a
new system safety case can deliver the following benefits in addition to safety assurance;

• Reliability and integrity design features are prioritised according to the safety
significance ofthe system. This avoids over-engineering less critical components.

• Shortcomings (potential hazards) are identified so that residual risks can be managed
until rectification can be implemented.

• Cost savings can be made by reducing unforeseen system deficiencies. In other
words, there should be a reduction in system outages and the consequent need for
in-service modification and rectification.
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Measurement of systemperformance gives a true measure ofboth the quality of the
Safety Case and the effectiveness of Quality Management within NATS. This is
feedback to which most people can relate and see results of their activities as
tangible benefits.

The Human Factor

The previous sections have described the formal risk assessment approach adopted by
NATS for engineered systems. However there remains another aspect that has not yet been
subjected to formal ha^d analysis, and this is the human factor element - the dominant
cause ofATC safety related incidents.

The experience ofother industries has shown that the satis&ctory treatment of himian
errors gives rise to one ofthe most difficult problems in quantitative risk analysis, that of p
HumanReliability Analysis (HRA). HRA includes any method by which human reliability is
estimated. Studies have shown there is a wide disparity in the effectiveness ofexistingHRA
methods and that there are serious problems in performmg HRAs regardless ofthe method p
in use. The tasks of both controller and pilot involve a significantly larger proportion of
human intervention than is the case with process operators workers in other industries on
which previous work has concentrated. H

The fact that there are problems should not necessarily deter attempts to perform
HRA The experience would help identify areas in which fiuther research is most needed
and even if it proves difficult to quantify probabilities in some areas, the analysis may still ^
highlight the aspects ofthe controllers' and pilots' tasks that contribute most to the risk. ' ;
NATS is currently undertaking a trial application of formal risk assessment to ATC
operations, includingthe humanfactors component, with the aim of assessing the feasibility
of the approach and identifying the areas in which more research is needed. Even if we are / '
not successful, the trial should at least highlight where there is a human factor dependency,
even though the analysis may not be able to proceed firom there.

Conclusions

n

Since 1950 there has been a dramatic improvement in the safety of scheduled air
services. However, public perception of the risks of flying is not related to accident rates
per flying hour or passenger-kilometres. It is more probablyrelated to the number of recent
accidents - accidentsper annum- and this yearly total has been broadlyconstant because of
the growth in air traffic.

As air travel is expected to double in terms of annual passenger hours flown by the i»\
year 2005, the number of accidents per annum could rise, even though the accident rate
remained constant. Hence there could be a perception that flying was becoming more
dangerous. The downwardtrend in accident rates must therefore be maintained if we are to
sustain high public confidence in air transport safety. Human factors, from both the pilot ,
and air traffic controller's perspective, provide the greatest uncertainties for risk assessment,
and will be a key development area. In addition, technology will continue to play a pivotal ^
role in the coming years and systems complexity will continue to increase. Significant
changes are on the horizon in communications, navigation and air traffic management that
will bring about the need to consider air transport as a totally integrated system invoKnng ^
airborne, ground and satellite systems. Risk assessment techniques for the identification of ^
safety and reliability requirements will need to be refined and adapted to ensure that these ~
developments make a positive contribution to air transport safety. ^

r»
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THE SEARCH FOR DEPENDENCIES OR HOW COULD TWO CURRENT
DESIGN NUCLEAR POWER PLANTS PRODUCE IPE RESULTS THREE
ORDERS OF MAGNITUDE DIFFERENT?

Frank R. Hubbard,^ AliMosleh^

*FRH, Inc.
P.O. Box 65359

Baltimore, MD 21209

^Dq)artment of Nuclear Engineering
University of Maryland
College Park, MD

ABSTRACT

Individual plant examinations (EPEs) which areavailable for similar plants, report widely
different core damage frequencies. Core damage frequencies vary by as much as three
orders of magnitude when using modding methods that could produce similar results for
similflr plants. This paper poses one of the c^tral issues to bediscussed during a session
where results will be presented firom a number of IPEs and compared. Its result section
will ultimately only be writtenafter the session is over.

DISCUSSION

The objective of this session is to examine the extent to which such large differences may
result from differences in modeling dq)endencies. The dq)endencies to be discussed are
specifically those between related systems, between redundant trains of individual
systems, and between multiple operator actions in the same scenario. Experience has
shown that other differences in IPE modeling can probably not result in differences as
great as two orders of magnitude in core damage frequency for similar plants. These
other differences include differences in plant design and operation. Risk assessment is an
art which is suffidentiy mature so that the experience data for components and initiating
events is basically shared by all practitioners. The same analyst modelling two similar
plants would probably not produce drastically different core damage frequencies, even
when she/he uses plmt specific input data. The implications are that approaches to
modding and the degree to which actual plant performance is modeled may be an
important cause for large differraces in core damage frequency. It is fiuther postulated
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fliat the more detailed the plant model is made, flie higher the cote da^e frequency.Mote detailed probably means more accurately accounting for dqiendencies.
If differences in results for similar plant? are mainly due to differences m

of dqpendaides, and since NtJBEG-1335 is not asking the Ucensees to
report much detail about such differences, then reviewers are left with two altemattves:
1. to regard any IPE that reports cote damage frequency values that are too low as

being inaccurate

or

2. to in exhaustive detail all die diffiamces, to insure that both the high CDF
and the lowCDF submittals arc acceptable
piffiwnrM in cote damage ftequaicy of greater flian one order of magnitude im

two viWch are of similar deagn can probably not be produced by differen^ m
input data. That is, th^probably not be produced by using (fiffaent component feiluie ^
rate or evait fiequaicy data. Nather can enhanced redundancies betw^ ;
conqBtable systems or diffeient plant modd quantification methods account for
differences ofgreater than one ortwo orders ofmagnitude.. ^

There to be no reason to bdieve that the use of different intersystem modeling
Le. the use of large vs small cvait trees, should produce large

in CDF. a)wever, flie use of lajge evait trees may contribute to a
piopaisiQr for modeling dqwndendes in inoie detail. Fordng the analyst to be more
Avniirit about scaiarios may lead to more dependendes bang flushed out. Smce_ a

depaidency can turn a 10® redundant train into a guaranteed failure, it may be «
to make large changes in cote damage fiequaicy from small differai^ m ' >

d^dfflicy. Hie most signifit^t dqwidaides, those whidi are c^le of producmg
the largest swings in core damage frequency, are most those fiom support systems. To
produce a four order of magnitude diffisraice, however, would require numerous
HiffemnrAc in treatment of siq^ system dq)endaicies. (Only recently tove tools bem
available for making very clear what the dq)ende&cies are that are built into large logic
modds sudi as those built into the RISKMAN® large event tree modds. Rule.Te^r
by FRH, iic. isone such microcomputffl analysis tooL)

Although difetences in componait fiulute tales or initiating event ft^uendes may
not large differences in cote damage frequency, common cause failures between
like /^mpnnflnts in redundant trains if not accounted for in detail may produce larga
differaices , .. u •

Two actions which inadvataitly !®pear in a single scenario vwthout bang
treated as depaident may also conadetably skew IPE cote damage ftequaicy results. By
the time that IPE models are confide thqr usually indude numerous (*50) manual
actuation and tecovay/repair actions. It is easy; if two of these actions oa^ mthe
wmi. evMit (scenario), and thdr depaidence on eadi otha is not recognized, to
inadvettendy reduce the frequoicy of a scaiario by two orders of magnitude. Each
aitio" that occurs in asingle acddent scaiado is on the preceeding actions in that
scenario. For wramplft, ifthe first action foils then the success of the second one mthe

may be considerably reduced since almost all actions during any scenario are
crew-based, Le.. they are dedded on and acted upon by the plant operations team
directed fiom the control room not by individuals acting ind^endaifly.

I 1
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SUMMARY

The <jisc!TsyV>n during the PSAM n session will attempt to unravel the modeling
differences that could be responsible for large variations in core damage frequency for
fiimilar plants. The results of at least two such IPEs will be examined and the treatment
of various typesof dependencies compared.
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IMPACT OF METHODOLOGY AND DESIGN CHANGES ON
TURKEY POINT IPE RESULTS

Ching N. Guey and W. A. Skelley

Florida Power and Light Company
JPN/JB
700 Universe Blvd

Juno Beach, FL 33408

1. INTRODUCTION

After the initial submittal of Turkey Point IPE^ in June 1991, Turkey Point IPE
^ has been refined and applied to reflect bodi the modelling improvements, plant changes,

and operation and maintenance activities. The original IPE methodology will be first
described, followed by the evolutionary changes of the IPE in response to the plant
application needs.

m

2. ORIGINAL IPE SUBMITTAL

The original IPE submittal was based on a joint effort via technology transfer
between FPL PRA team and SAIC PRA consultants. The CAFTA suite of codes^ were
used to perform the IPE on personal computers. Functional event tree was used to
delineate the accident sequences. Sequence quantification was based on a large fault tree
linking process. The dependencies of the frontline systems on the support systems are
embedd^ in the system fault trees. In addition , the impact of various initiators on the
various system configurations is also addressed in the system fault trees by condition-
specific failure events. Both plant specific and generic ^ta were used in the
quantification. The quantification process involved truncation of cutsets below certain
probability values based on an iterative process. The iterative process resulted in the

1
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cutsets that were important contributors for the given plant configuration, plant model ^
and failure data at the time the IPE was performed. After the cutsets were generated,
they were evaluated one by one to incorporate appropriate recovery actions manually. A
scoping model was then developed to provide a crude estimate of the new core damage ^
frequency as a result of changes of initiating event frequency, hardware failure data or !
operator action failure probability. This scoping model has certain limitations and may
be enhanced as described in the next section.

I •

3. METHODOLOGY CHANGE/REFINEMENT AFTER IPE SUBMITTAL

After initial IPE submittal, several areas of modelling improvements were made to
address the need of plant O&M support. These include:(l). reducing the impact of
truncation by artificially elevating the failure probability of certain important events and
create a more "robust" scoping model (2). including the recovery events directly in the (
fault tree model (3). incorporating more realistic plant response for Chemical Volume
Control System and other procedural enhancements. (4). considering time-dependent
offsite power recovery with multipliers to account for the effect of shorter mission time
of power related failure events ^ (5). Other changes to facilitate the searching and
ranl^g ofthe contribution ofvarious components and systems. These changes do not P
affect the overall results significantiy but make the applications to operations and .
maintenance activities more easily. The number of cutsets in the later versions of the
scoping model increases significantiy. For example, for the application to on-line O
maintenance risk assessment, the original IPE model was expanded from a total of '
approximately 3000 cutsets to approximately 6000 cutsets.

n
There are several implications of the model refinement. First, the sensitivity of the

model to surveillance interval has been more accurately assessed due to the larger
number of components included in the scoping model. Secondly, the incorporation of
the human recovery actions in the fault tree model directiy provides a more consistent
recovery for all cutsets. However, for certain other applications (e.g., external events
risk study), the artificial human actions need be considered carefully to avoid
meaningless cutsets. Thirdly, the more streamlined and more realistic model changes
provides a more useful perspective to the relative safety significance of various
components and systems. Finally, the more realistic consideration of the offsite power
recovery makes loss of offsite powerrelated scenario less important than the original
IPE.

4. DESIGN CHANGES AND EVOLUTION OF IPE RESULTS

Several actual and conceptual design changes were evaluated based on the . i
enhanced IPE model. These include: (1). Installing additional service water connections
to charging pumps (2). Replacing the service water tower by a dedicated diesel-diiven ^
service water pump, and (3). Eliminating black start diesels. Each of the design changes
is described briefiy together with the corresponding core damage frequency change.

I \



(1). Installing additional service water hose connections
Use of service water to provide cooling to the charging pumps which in turn cools the
reactor coolant pump seals avoids a seal LOCA. In the original plant design only one
hose connection was available. The IPE identified a plant hardware change to add two
hose connections such that all three charging pumps can be cooled by service water
connections. The core damage frequency changes from 2.2E-4/Yr to l.OE-4/Yr.

(2). Replacing the service water tower by a dedicated diesel-driven service water
pump

Hurricane Andrew destroyed service water tower. A dedicated diesel-driven service
water pump was installed The core damage frequency changes from 9,35E-5/Yr to
9.55E-5/Yr.

(3). Eliminating the Blackstart Diesel Generators and Adding a Diesel-driven
Standby Feedwater Pump

After Hurricane Andrew, it was determined that the five blackstart diesels represented
significant burden and did not provide commensurate safety benefits. In order to provide
decay heat removal backup capability under loss of grid scenarios, a dedicated diesel-
driven standby feedwater was considered to be installed. The core damage frequency
would change from 5.72E-5/Yr to 5.71E-5/Yr.

In addition to the design changes, several plant O&M related activities were also
evaluated using the IPE. These activities included the RHR pump 1ST test interval
optimization, the on-line maintenance of several majorequipment while in LCO"^
(Limiting Condition of Operation). These applications revealed the limitations of using
the PRA model for assessing the safety significance of certain plant operations and
maintenance activities. For example, the failure data of the standby components do not
distinguish between the time dependent nature of the failure and the demand type of the
failure. It is thus difficult to assess the effect of the test frequency on the component
failure and thus the safety impact on the plant.

5. CONCLUSIONS

The Turkey Point IPE represented a use of the state-of-the-art PRA technology.
Because of the inherent limitations of technology, the IPE results not only evolve with
the actual plant changes but also with the underlying data, assumptions and modelling
techniques. For certain applications, refinement of the model and approximations have
to be made to achieve the most effective response to plant O&M request. The main
limitations include computer memory requirements (truncation probability), the human
actions treatment (conditional incorporation of human actions in the model while
considering the dependency of multiple recovery actions), and lack of consistent data
(failure probability of standby failures or demand failures and common cause failure
probability). Another factor that may contribute to further applications of the IPE is a
more universal acceptance criterion of the risk change associated with an acceptable
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plant change. Although, the acceptance criteria are not directly related to the IPE
methodology, the uncertainties and limitations of the IPE technology constrains the PRA H
to only an input to the decision-making process.

It is clear from the experiences of development and applications of the Turkey H
Point IPE that the objectives of the PRA dictate the level of detail, the data
requirements and the modelling assumptions. As design changes and operational ^
activities vary, refinements to the mo^l and data are necessary to provide meaningful
and useful perspectives.

fm
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BACKGROUND

In the frame workof a jointUS - Hungarian project sponsored by the US - Hungarian
Research Fund and the Hungarian National Committee of Technological Development the
first ever operator reliability experiments for a Soviet-design, VVER-type reactor were
carried out at the Simulator Center of the Paks Nuclear Power Plant, Hungary in the autumn
of 1992. The primary objective of the project is to provide input to the ongoing
probabilistic safety assessment ofthe Paks NPP and to provide insights to be useful as far as
training and operation is concerned. The data collection was based on the extension of the
methodology developed by the Electric Power Research Institute (EPRl) under the
Operator Reliability Experiments (ORE) project (Spurgin et al., 1990).

Five accident scenarios were selected for the experiments as follows:
-1. Small Loss of Coolant Accident

- 2. Single Steam Generator Tube Rupture
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- 3. Simultaneous Loss of 3 Reactor-coolant Pumps
-4. Feedwater Line Rupture
- 5. Inadvertent Closure of Main Steam Isolation Valve

DATACOLLECTION ANDANALYSIS

The experiments covered 120 simulator sessions with the participation of all the 24
control room crews working at the four units of the Paks plant. The observations took
place during the regular operator refresher training programme. Acomprehensive data bank
was created during the simulator sessions including:
-Completed scenario specific observer forms addressing:

- Cotmnunications
- Man Machine Interface (MMI)
- Use of procedures
- Leadership style
- Cognitive information processing
-Stress P

-Questionnaires completed during post-test interviews ! ^
- Observers' notesrecorded duringdebriefsessions
-Information on operators' subjective feeling of fatigue p
- Event files recorded by the simulation computer comprising:

- Operator actions
- Key plant parameters

-Computer output from aComputerized Operator Assessment System (COPAS) specially
modified for the experiments
- Video recordings ofall simulator sessions and debriefings n

The data analysis metiiodology used to achieve tiie project goals is based on tiie j i
experience obtained from the ORE project. However, changes have been made due to
lessons learned during the data analysis process. The analyses performed have been focused ^
on the following areas: : '
1. Identification of major influences of Human Factors (HF's) on performance and
estabUshment of a causal relationship of group responses for developing advice to training
(witii tiie involvement of training personnel), operation and for developing a tool for
application to HRA
2. Analysis of HF data for correlations between HF data, measures of crew performance and ^
time data

3. Generation ofTime ReliabiUty Curves (TRC's) using time and normaUzed time, where the
normalization factor is tiiemedian time taken by tiiecrews to response
4. Integration ofcrews results using normalized time i

The initial data analysis covered the construction of TRC's for all Human-system
Interactions (HI's) to find "best fit" analytical expression using linear and non-Hnear ^
regression, and various standard probability distributions including Lognormal, Weibull and | i
Gamma. Correlations were developed between Skill-Rule-Knowledge definition of crews
response and their performance. Acontrol chart approach was selected to better meet die ^
display requirements for training and operations. Logaritiimic normalized response times
have been plotted in tiie control charts versus crew for each HI. Experimental bounds from
tiie ORE project, 95% and 99% ranges have been used for upper and lower control chart
limits, with missing data indicated by blanks in the data field. Control charts can clearl> i
show which crews are grouped togetiier and which are outside of limits. The charts can
also be used to identify systematic influences on the crew performance and random ^

n
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problems of individual crews. HI time order plots by crews can facilitate the comparisons
between crew performances and the search for specific data patterns. Data sets composed
of charts and descriptive statistics were combined together in abstracted form in order to
integrate all of the essential data and help draw conclusions about the crew performance
over the range of scenarios. The observer records were analyzed to understand the causes
of crew deviations. As a result, a causal hierarchy has been produced. This hierarchy has
been used to understand the distribution of errors and deviations associated with each path,
see Figure 1.

For the statistical analysis of the data two basic sets ofdata files have been created as
follows:

1.32between-ciBws data files named PNPiJ_k corresponding to the 32 observation points
each containing background (concerning crew experience), global (concerning global
measures of accident scenarios) and observation point level variables, summing up
altogether to about 150 variables. In PNPiJ_k the indices have the following values:

i = 1,2,3,4,5 (serial numberof scenario)
j =1,2,3,4,5,6 (serial number ofmalfunction within ascenario)
k= 1,2,3,4 (serial number ofrequired action as response to a malfunction)

2. 24 within-crew data files named CREWI corresponding to the 24 operator crews each
containing ergonomic (concerning ergonomic level of MMI), global (concerning glob^
measures of accident scenarios) and observation point level variables, summing up again
altogether to about 150 variables. In CREWI the index 1= 1, 2, 3 ... 24 (serial number of
crews).

All the variables had a markedly non-normal distribution, and therefore non-parametric
statistical hypothesis testing procedures have been used. For instance, the TRC s based on
time response data approximated to a lognormal distribution. The statistical analysis has
been carried out by the use ofthe SPSS/PC+ and MS-EXCEL packages.

The global performance of tiie crews in each scenario was assessed by 3experienced
training staff members (instructors, and co-operating engineers on duty) using a 5-degree
scale. This score was taken as a measure ofglobal - observation point level - performance
and tiierefore this value, as a variable, was treated witii special emphasis in the statistical
evaluation.

RESULTS

^ Amajor finding of the initial data analysis is that most of the human interactions fit
standaixl distributions. Generally, tiie lognormal distribution was found to be the best
approximation. This is in accordance with the results gained from the ORE project. It
should be noted however, tiiat in some cases the time response data could be grouped into 2
or 3different categories that have distinguishing features and, therefore, cannot be described
precisely witii asingle distribution. On tiie otiier hand, for Uie Paks data, die categorisation
scheme based on human cognitive behaviours does not seem to be appropriate at this time.
No specific correlations were found for tiiese categories. The differences in Uie distribution
of response times representing different levels of cognitive information processing (S-R-K)
are not meaningful. This maybe because tiie crews mainly rely on tiie knowledge to
diagnose and respond to accident sequences and use tiie procedures as a backup. Three
generic correlations were developed in the ORE project based on procedure logic. For the
Paks data the use ofsuch categories also seems questionable because ofthe way the crews
operate anduse the procedures.

The analysis of control charts shows tiiat crew responses are, for tiie most pan, ver>'
« consistent. Where the crews do not deviate from the expected actions their performance
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variability looks corresponding smaller than equivalent US data. The variety of crew
performances is associated with specific malfunctions. In certain scenarios it appears that
the accident can be controlled if the board operators are well trained in their area of
expertise. However, some other scenarios need the complete resources of the crew to bring
the accident to a satisfactory state.

The results indicate that crew responses are randomly ordered within the control
ranges. Comparisons made between control plots do not indicate transfer of skills finom one
crew to another. A detailed analysis of causes of crew deviations has resulted in the
development of a causal hierarchy shown in Figure 1. This relationship can usefully be
applied toboth HRA, and training and operation purposes.
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Based on the insights derived from the distribution of deviations in the hierarchical
array given in Figure 1, a decision tree has been constructed for use in the Paks human
reliability analysis. The decision tree reflects the categories in the figure along with the
influence of the scenario, in terms of its effect on the ability of the crew to control the
scenario.

The decision tree approach has been selected for the Paks HRA quantification since it
is capable of embodying the insights from the simulator experiments, is scrutable, can be
applied by others than HRA experts, consistent and can be used in conjunction with expert
judgement techniques. The direct incorporation of simulator results into a fnunework that
can be used in the HRA is a fundamental step forward in the development of HRA
methodology. This step can only be accomplished because of the depth ofdata collected on
the crews' performance and the influence of MMI, procedures, crew skills, leadership, etc.,
on the crew performance.
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From the PNPi j k set of data files it was calculated - using the Kniskal-Wallis 1-way
ANOVA and the Spearman rank-coirelation methods - that the global performance is hi^y
determined bythequality of leadership style and alsobythequality of the intemal as well as
external communication. Table 1 and Table 2 are a representative of this process:

Table 1. Kruskal-Wallis 1-way ANOVAs for the global scenarios by GLOBPERF

SIGNIHCANCE GLBLSTYL

Mean Rank

GLBINFLS

Mean Rank

GLBQINCM 1 GLBQECOM
Mean Rank 1 Mean Rank

Scenario 1 0.05 0.03 0.02

Scenario 2 0.00 0.01 1
Scenario 3 0.08 10.00
Scenario 4 0.05 10.00
Scenario 5 0.03 II 1

Table2. Spearman rank-correlation coefficients with GLOBPERF for the global scenarios

SIGNIHCANCE GLBLSTYL GLBINFLS GLBQINCM GLBQECOM

Scenario 1 -0.518

{p=0.01)

0.599

(p=0.00)

0.600

(P=:0.00)

Scenario 2 -0.463

(P=0.03)

0.917

(p=0.00)

0.737

(P=0.00)

Scenario 3 0.497

(P=0.01)

0.806

(p=0.00)

Scenario 4 0.469

(P=0.02)

0.745

(p=0.00)

Scenario 5 0.602

(p=0.00)

Legend for thevariable names usedin Table 1 andTable2:
GLOBPERF = GLOBal PERFormance score

GLBLSTYL = GLoBal score of Leadership STYLe
GLBINFLS = GLoBal score of INFluence of Leadership Style on performance
GLBQINCM = GLoBal scoreof Quality of INtemal CoMmunication
GLBQECOM = GLoBal scoreof Quality of External COMmunication

Similar analyses have been carried out for each observation point using the PNPi_j_k
set of data files and the results can be interpreted taking into consideration the particular
requirements of each task situation: when the critical requirement is effective
communication, the performance correlates with communication measures, when good
work organization is necessary, the leadership style becomes important and these measures
correlate with performance, and when individual operators have to give their undivided
attention to control tasks there are correlations with cognitive and stress levels.

From the CREWl set of data files the influence of the ergonomic effect of the MMI
usage was studied. The main results were identifying some control room layout and
procedure usage problems. Operators turn to procedures when they have difficulties and it
is not clear what to do. But this association shows, that the majority of the operators prefer
to use their knowledge of tiie plant. Also the operators suggested during the debriefing
sessions that the procedures could be improved in either the form or content.
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CONCLUSIONS

The results show that the EPRI data collection methodology can be applied very
successfully to 440 MW(e) WER type PWRs. During the experiments two developments
were made to extend the capability of the EPRI approach. This was in die area of
automated data collection, using the COPAS system, and an increase in the observer data.
These additional data improved the insights derived from the experiments. These insights
were in the following areas; use of procedures, the effectiveness of the man-machine
interface, crew skills and leadership.

Analysis ofthe time data indicated variable crew responses dependent on the difficulty
of the scenarios, crew organization and knowledge, leadership and procedure use. The
statistical analysis confirmed the time analysis findings.

The Paks NPP is considering to adopt symptom-based procedures, and upgrading the
instrumentation and control systems of the plant, this upgrade wouU include die man-
machine systenL These changes would make the plant even more safe than it is now. The
insights derived from die experiments should help Paks personnel in tiieir pursuit ofsafety.

The experiments were also envisioned to provide input to the PSA. The insights from
the experiments have been used to construct decision trees for the HRA. The headings for
the trees and their order are derived from the experiments. The branch probabilities are
ranked accoixiing to the data. This is a significant step in die process of using simulator
results in the HRA.
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CAUSAL IDENTIFICATION OF HUMAN ERRORS
TOWARDS INTELLIGENT CAI SYSTEM
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Abstract: This paper proposes amethodology for identifying causes ofhuman errors in op
eration ofplant systems, considering operator's cognitive process on the assumption that the
process can be modeled as means-end analysis. We developed a prototype CAI system for
training ofplant operation procedures, which system has acapability ofidentifying causes of
trainees' errors based onthe methodology. By means ofdynamic planning method, adequate
causal identification oferrors ispossible, and the appropriateness ofthe method was verified
by experiment

Keywords: Causal identification ofhuman eirors, CAI, Plant operation. Means-end analysis.
Dynamic planning method

INTRODUCTION

Since plant operators finally play acrucial role for the assurance ofsystem safety, they
are required to be familiar with various situations in the system including non-normal or
emergent states. However, rapid improvement in system hardware reliability precludes op
erators from experiencing such situations in their real jobs. Man-to-man instruction is said to
bethe best solution, but unfortunately resource ofhuman instructors is limited. Itis therefore
expected to develop an effective methodology for training ofoperators to be able to cope with
such situations applying Computer Assisted Instruction (CAI) systems.

CAI systems have been gradually utilized in various fields following Uie recent rapid
progress ofhigh-performance, low-cost computers and software. Most of Uiese CAI systems,
however, are not able to solve problems in training domain, and a same training method is
used all through the training course regardless oftraining topics or understanding level of
trainees. Inorder to ameliorate these problems, and toprovide man-to-man-like instruction
using acomputer, itisrequired to develop intelligent CAI systems which:

(1) can solveproblems in training domain,
(2) allows dialogue between the system and trainees with mutual initiative, and
(3) performs high-level individual instruction^-^.

To realize the third ability, CAI systems should have acapability to select an instruction
strategy appropriate for the understanding level of each trainee, and to know why the trainee
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committed enors» i.e.toidentify thecause oferrors. Hence, toestablish methods ofclassifica
tion and identification of human errors and their causes in training domain is one of the key
issues in realizingintelligentCAI systems.

In the present paper we propose amethodology to identify the causes oftrainees* errors P
for realizing intelligent CAI systems, based on the consideration oftrainee's problem solving
process. And then a prototype CAI system has been developed to veriiy the method. The
problem domain ofthe system isprocedural plant operation, where a series ofoperations is
performed step by step under circumstantial judgement in order to attain some given goal. In
relation tothe SRK human cognitive model proposed by Rasmussen^ trainees are assumed to
actbased notontheskill acquired butontheir knowledge andrules about operations. Accom- ^
p/u/ieJ are defined as those who have valid knowledge and rules enough to solve the
domain problems, and who can use them correctly toplan reasonable actions. The sequence
of operations generated by accomplished trainees is ^fined as the standard operation. To
realize causal identification of errors, dynamic planning method is adopted by in
corporating a planner intotheprototype CAI system.

METHODOLOGY

Causal Classification of Errors
• i

There is nodefinite way sofartoclassify human errors and their causes: eveiy proposed
classification views human errors from a certain aspect Swain and Guttman, for instance,
classify human errors as omission, commission, etc. for HRA study*. Rouse and Rouse pro- ^
posed classification ofhuman errors from a viewpoint ofhuman information processing',
while another classification which clearly discriminates the manifestations of errors from
their causes was proposed by HoUnagel aiming atobjective analysis ofhuman errors®. These p
proposals, however, classify not purely enx)r causes but error ty^s or mixture oferror types
and error causes. From aviewpoint oftraining, it issignificant toclassify the causes ofhuman
eiTors based onthe problem solving process oftrainees, because it enables ustopoint outthe
malfunctions in the trainee's way of thinking. Human information processing model pro
posed by Rouse and Rouse is a method in this category, but it is too general for the present
purpose. Thus we firstly consider human information processing specific toplant operation.

In operation ofplant systems, operators are considered to take goal-driven problem solv- H
ing behaviour. According to Newell and Simon', information processing ofsuch behaviour
can be modeled as means-end analysis, i.e., a problem solver

(1) assesses the difference betweenthe present and the goal states,
(2)selects an appropriate operation to reduce thedifference, andthen
(3) executesthe operation to moveinto a newstate.

The second step is considered toconsist of three steps: operators firstly predict the state ^
attained by operation, check theapplicability of operation under the present circumstance,
and lastly check the conflict between other operations already planned. As there exists possi
bility of causing an erroneous action in each of these steps, we believe that this can be a
practical fnunework for causal classification of human errors in plant operation. "

The summary ofcausal classification based onthe fnmiework isshown inTable 1. Inthe
first step ofassessing the difference, misunderstanding the present state (Cl)isacandidate of
mistake. In the second step of selecting an operation, forgetting the existence of operation ^
(C2), misunderstanding the effects ofoperation (C3), misunderstanding the preference condi
tions ofoperation (C4), misunderstanding the preconditions ofoperation (C5), and misunder
standing the conflicts between operations (C6) can be error causes. Confusion in information ^
processing (C7) isageneral mistake for all three steps. We do not consider misunderstanding
of the goal state, because goal states to be achieved are explicitly given in advance in the
system. Amistake in the third step, i.e. omitting execution which cannot be clearly distin-
guished, is considered to be mcluded in confusion in information processing. 'j
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Table 1. Causal classification of operator errors.

Step in Means-end Analysis Case of Error

Assessment of difference Misunderstandingthe present state (Cl)

m Prediction of the state attained
Misunderstanding the effects of

operation (C3) Forgetting

Selection of an

appropriate
operation

Check of applicability

Misunderstanding the preferena
COTditions of operation (C4)

the

existence

Misunderstanding the
preconditionsofoperation (CS;

of

operation

Check ofconfliction
Misunderstanding the conflicts

between operations (C6)

(C2)

Executim of operation Confusion in information processing (C7)

Causalldentification of Errors

In theprototype CAIsystem, trainee*s entered operation is judged inappropriate when
theoperation is notapplicable due to unsatisfied preconditions, or when the operation does
nothavethesameeffects as thecoiiesponding standard operation. Insuchcases, eiror typeof
a single operation is identified byjudging whether or not

(1) an useless operation was performed,
(2) the operation was omitted,
(3) intention waspartlyright buta wrong operation wasselected, or
(4) intention was wrong (any other categories).

Thesecond type canbefunher divided into simple omission and sequence error afterthe
series of trainee's inputs has been traced. Atpresent, however, we donotdo so, because our
primary aim is topoint out the cause oferrors immediately after having classified trainee's
commitment

Anerroneous operation is identified andclassified into theabove fourerrortypes using
the following three criteria.

(1) Ifall goals ofthe operation have been already attained inthe present state, the operation
is concluded unnecessary.

(2)If the operation appears later in the sequence ofstandard operations, the error is of the
second type, i.e., omission or sequence error.

(3) If the goals are attained by anoperation later in the sequence of standard operations,
trainee's intention isjudged correct (the third type), otherwise theerroris concluded of
the forth type.

The system also checks whether ornot the erroneous operation is applicable under the
present circumstance, in addition to these criteria. Combining this criterion and the three
criteria describedabove,a matrixof error types shown in Figure 1 is obtained. Eachelement
ofthe matrix corresponds tosome oferror causes proposed inthe previous section. According
to the matrix, for instance, when an input operation is not applicable and brings about no
change in the present state, C1, C3, orC5 can be the cause of this cttot.

Since this matrix gives more than one causes for an error, the system asks questions
corresponding toeach cause tonarrow the candidates. For instance, when a trainee is sus
pected to have misunderstood the preconditions of a certain operation (i.e., C5 is included
among the probable error causes), the preconditions of the operation will be the topic of
question. Ifthe answer is correct, the corresponding error cause will be eliminated from the
candidates. When the trainee perfectly answer all questions asked, i.e., nocandidate remains,
C7 (confiision in information processing) will be givenas the cause.
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Have all goals of the Does the operation Is the goals attained by any
operation alreadyappear later in theoperation later in the standard
been attained? No standard operations? No operadons?

Yes
C1,C3 C2, C6 •C2,C4 C2,C3

C1,C3,C5 C1,C2, C5,C6 C1,C2,C4,C5 C1,C2,C3,C5

Is the operation
applicable underthe
present drcurostance?

No

Figure 1. Causal identification of operator eirors.
Items ineachframe represent probable causes oferrors. Thesymbols correspond to
the ranswlclassification of errors shown in Table 1.

Knowledge Representation

The knowledge inthe system is the operation ofplant systems, which is represented in
four clauses: the contents, preconditions, preference conditions, and effects of unit opera
tions. Thisdefinition is suitable forplanning based on themeans-end analysis. Presuming no
interdependence of operations, operations can easily be added oreliminated. Based on the
definitionof the rule-based behaviordescribedin the SRK model, a rule is definedas a sub
routine consisting of a sequence of operations to achieve a certain goal in the problem do
main.For instance, the normalsequence of operations required for startingup a plant system
is integrated into a subroutine of"starting".

Planning

The algorithm used inthe built-in planner isbased on the means-end analysis. The plan
ner firstly identifies two subroutines (rules) in which the initial and the goal state are included
respectively, and makes arough plan using the subroutines, without considering the constitu
ent operations. Lastly the planner unfolds each subroutine, checks the suitability ofindividual
operations indetail, and makes up a series ofoperations. Ifinsufficiencies orinconsistencies
are found, supplemental operations are added, or some operations are eliminated to correct
them. To resolve interference between subgoals, a heuristic rule is used that an operation
belonging to a certain subroutine is prior to the one independent ofa particular subroutine.
This hierarchical planning simulates both rule-based and knowledge-based cognitive
behaviour of plant operators, and also cut offthe search space for selecting operations. The
operations which the planner builds up can be considered as standard operations for a given
goal.

DESCRIPTION OF THE PROTOTYPE CAI SYSTEM

Architecture

Thel system consists of the following five modules.
(1) Aknowledge base which stores the definition ofoperations and rules to be utilized for

planning orcausal identification oferrors.
(2) Aplanner which produces a series of standard operations for a given goal based on the

knowledge base.
(3) Acontroller which checks inputs from Uie trainee and identify the causes oferrors when

theentered operation is judged inappropriate forthe present siniation. This module con
trols the whole system.

(4) Atrainee's database stores eveiy record oftrainee's input and the results oferror analysis.
For every erroneous input, the following four items are recorded: the standard operation

n

n
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expected, the entered operation, error type and causes ofthe eiror identified.
(5) User interface which consists ofan input-output window and agraphic display window of

plant state. The input-output window contains oftwo message windows for output and
buttons for input, which cover every possible input item. One message window indicates
plant state intexts, and the other is for questions firom the system.

Every module has been implemented on an EWS using the Prolog and Clanguage. An
expert shell G2 is also used for the graphic display window ofthe user interface.

Flow of Training

The system gives initial and goal states to the trainee at the begmnmg oftraimng, and
then the built-in planner plans the sequence ofstandard operations. The trainee indicates op
erations one by one as inputs to the system, using a mouse and buttons. The state ofplant
system displayed changes when the entered operation is judged jq)propriate, otherwi^ an
error analysis program is invoked to identify the cause oferror. The result is recorded in the
trainee's database. Ifthe operation isnot standard but applicable, the plant st^ deviates from
the one supposed in the expected operation. Conventional CAI systems, which statically pre
pare the sequence ofrecommendable operations, cannot flexibly cope with such deviation. In
this system, as illustrated in Figure 2, the planner is directed to plan anew sequence ofstan
dard operations from the new state generated by the operation. By means ofsuch dynamic
planning, the next operation appropriate for the situation is available at any moment, which
enables adequate causal identification oftrainees' errors. This procedure continues till the
trainee succeeds to attain the goal stateor he/she quits from training.

EXPERIMENT

An experiment was performed to verify the adequacy ofthe error identification method.
The problem domain used is the procedure to fill up sodium into the primary coolant system
ofa fast reactor. Twenty seven unit operations and eight subroutines (rules) are prepared for
this domain. Five trainees, who have been taught the overview ofthe procedure and the defi
nition ofeach operation, used the CAI system. After the training sessions, the causes oferrore
identified by the system were compared with those identified by oral interview. The result is
given in Table 2. The causes identified by the prototype CAI system were proper for 22 c^es
among 27 errors observed, among which the results for 12 cases were completely identical.
The causes oferrors were often identified only parUy by the system when the trainees became

[ Trainee Display of plant state J (6)

in
( Operation input nowledge Ba<;

J2l
Hie operation is not standard

but applicable

v ^

(3)

If the operation is
inappropriate,
the result of error
analysis is recorded

, ^ ^ Kncpurledge, R iles
User Interface '

Controller

(Direct planning j
(4)

Ti unee's Datab: se

Planner

Generation of a new sequence
^ of standard operations

Figure 2. The system architecture and outline ofdynamic planning.
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Table 2. The result of experiment

Appropriateness of the Result of Causal Identification Number of Cases Observed

Appropriate
Complete match 12

22

Partial match 10

Inappropriate 5

Total 27

aware of their mistakes during answering questions and gave correct answers. The system
could not identify meaningful causes at all when the trainees operated by just guessing, which
was the main reason of failing causal identification.

As for the error types, 24 errors were of omission or sequence error, among which 5
cases were applicable and the rest 19 cases were inapplicable. Other 3 cases were of unneces
sary operation, all of which were applicable, and no other error types were observed. This
indicates that the trainees knew which operation to take in the future but did not exactly know
when to perform. On the other hand, among 11 cases of the type of omission or sequence
error, the identification of which were completely successful, **forgetiing the existence of
operation (C2)'* appeared 9 times, while '^misunderstanding the conflicts between operations
(C6)" only 3. This means that the trainees did not conectiy understand the correspondence
tetween states and operations, rather than believed in a wrong sequence. These characteris
tics were, however, average tendencies of the trainees, and variations between individuals
exist. For instance, most oferrors conmiitted by a certain trainee were sequence errors caused
by ambiguous knowledge, while another trainee often performed unnecessary operations due
to misunderstanding of the plant state.

CONCLUSION

A methodology for causal identification of human errors in plant operation has been
proposed, considering operator's problem solving process. A prototype CAl system for train
ing plant operation procedures has been developed based on the methodology. By means of
dynamic planning, the standard operation ^propriate for present situation is ready at any
moment, which makes proper causal identificationof errors possible.The appropriatenessof
the identification method was verified by experiment. Consequentiy, the method is expected
to contribute to the realization of man-to-man-like instruction using a computer with its abil
ity of pointing out the causes of trainee's errors and the characteristicsof his/her defect.
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DEVELOPMENT OFAHUMAN ERROR DATABANK*

Sally E Taylor-Adams and Barry Kirwan

Industrial Ergonomics Group,
School of Manufacturingand Mechanical Engineering,
University of Birmingham, B15 2TT, England.

INTRODUCTION

«-> In the UK, Human ReliabUity Assessment (HRA) is playing an increasing role in
determining and reducing risk attributed to human error, in a range of industries such as
nuclear power and chemical plants. Since die genesis of HRA in the early 1960's, a
recurrent problem has been the lack of quantitative human error data with which to either
quantify directly the likelihood of human errors occurring, or upon which to base more
flexible and generic human error quantification tools, or indeed upon which to validate
such tools.

This lack of human error data has not been for the lack of effort since there has been
a reasonable number ofattempts since the 1960's to generate human error databases, (for a
review see Topmiller et al 1982). However most of these attempts have long since b^n
abandoned for numerous reasons, but in particular because of die difficulty ofcombining
the "elemental" human perfomiance data within them into realistic human error tasks

^ relevant to, eg., nuclear power plants. The one surviving data bank from the first two
decades of HRA is the databank enshrouded within the Technique for Human Error Rate
Prediction (THERP; Swain and Guttmann, 1983), which is a mixture of real and expert

^ opinion based data.
The post-Three Mile Island 1980's saw attention switching away from databanks onto

structured and unstructured judgement based techniques (eg. die Success Likelihood Index
Method, and Absolute Probability Judgement), and techniques which relied on their own
implicit databases, such as THERP, and the Human Error Assessment and Reduction
Techniques (HEART: Williams 1986; for a review of all these techniques see Kirwan et
al, 1988). Such techniques have been successfully employed in PSA's, and have in most
cies reasonable "face validity" with practitioners and regulators, even if not with, die
academics.

However in the past few years there has once again been a desire for human error
databanks (see ACSNI, 1991),for several reasons;

" *This woik isbeing funded by the UK Health and Safely Executive, Nuclear Safety Research Programme.
the views expressed in this paper are the authors', and do not necessarily reflect those ofthe sponsor.
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* For use directly in HRA's/PSA's.
* For use by techniques which need calibration data (eg. SLIM).
* For validation of HRA techniques.

More generally, human error data is desirable because it will give more confidence in
the whole HRA process. This is becoming of increasing importance as HRAs and their
results increasingly tend to dominate PSA predictions of the risk of a plant Furthermore,
as HRA predictions have become more important in PSA's, so too has the ability to
predict the effects of error reduction interventions on error probabilities. Thus, typical
HRA's in the UK currently also allow the determination of what intervention measures are
required to reach acceptable human performance targets (human error probabilities),
within the PSA.

This specification of error reduction methods requires a more detailed understanding
of the causes or mechanisms of the human error in the first place, since if the causes of the
error are not understood or modelled, then error reduction mechanisms will be of suspect
quality and effectiveness. This HRA capability therefore requires that for each human
error modelled, it is desirable to know what factors caused the error (the Performance
Shaping Factor (PSF)), and how the error manifested itself in terms of the internal
mechanism of failure within die human operator (called the Psychological Error
Mechanism (PEM)). If these two aspects of human error are known , then HRA and error
reduction become more credible, and more powerful.

This resurgence in interest in a human error databank has led to a number of projects
in this field, such as the NUCLARR database (Gertman et al, 1988),and the derivation of
a small amount of incident-derived data in the UK (Ku^an et al, 1990). In particular this
latter project collected data not only on the overt manifestation of the error (ie. "what
happened", known as the External Error Mode (EEM)), but also on the PSFs and die most
likely PEM for each datum collected. Whilst this was not easy, die data derived can be
applied (in PSA's or in validations) with more confidence since they are better described
and understood than most existing data.

The project described in this paper therefore attempts to develop a more extensive
database of human error probabilities, which for some of the data at least will contain
detailed infonnation on the PSF and PEM's for a datum, as well as die EEM. The primary
uses of the database will be for HRA-in-PSA usage, validations and calibration data, as
well as, in die longer term, perhaps for the development of better generic HRA prediction
tools based on the analysis of empirical data.

Having defined the background to the nature and direction ofdie database project, die
remainder of the paper describes interim progress, and future work.

OBJECTIVES AND SCOPE OF THE PROJECT

This is a three year research project aimed at developing a computerised human error
database containing information on human error probabilities useful for HRA and PSA
applications, ie for direct HRA usage, for validations, and for calibration of techniques.
The system is also required to be user- friendly. It will contain data from a range of
industries.

PROGRESS TO DATE

The project is outlined below. Initial literature reviews have enabled the collation of n
a large amount ofrobust human error data, and odier data collection work is inprogress at
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this time. The results briefly presented below will focus on the project stages concerned
with the task analysis, data collection efforts so far, the taxonomies underpinning the
database, theprototype user interface and themajor tasks remaining.

1. Literature Review

2. Hierarchical Task Analysis
3. Human Error Data Collection
4. Development of a Human Error Taxonomy
5. Development of Extrapolation Rule Feasibility
6. Development of the User Interface
7. Usability and Validation of the System
8. Documentation

Hierarchical Task Analysis

A task analysis phase of work has been carried out via discussions with HRA and
PSA assessors, which has enabled a detailed task analysis of the human reliability
quantification process in PSA to be developed. In particular the type of data, action or
human error types that need to be quantified, and how analysts utilise data, have been
identified. Particular significance was placed on determining all the processes and stages
through which an analyst proceeds when conducting a HRA, and why this information is
so important, to determine what human action/error types are difficult to quantify and
why, and what human actions have to be quantified regularly. A structured interview
methodology was considered the most effective mechanism for gaining information on the
above data prerequisites.

The main results from the task analysis suggest that quantification of human error in
a HRA is primarily facilitated by assessor judgement/experience, (see Taylor-Adams and
Kirwan, 1993). Human Reliability Quantification techniques such as THERP and
HEART are used moderately often, THERP is used if the assessor has sufficient
resources, and HEART if resources are in short supply. Other human reliability
techniques such as SLIM, PC, APJ and HRMS are rarely used. Should the assessor
generate a human error probability (HEP) which appears unreasonable, then a variety of
possible solutions are used to check the applicability of the HEP. Firstiy the analyst may
seek the opinion of the operator or client to check the reliability of the HEP, or equally
theymay use another technique to check reliability.

In general the type of human actions/errors analysts in HRA have to quantify are skill
and rule based errors, but usually a wide variety of human errors have to be quantified eg.
latent errors, diagnosis errors, operator violations etc. Human action/errors which are
difficult to quantify are cognitive errors, long timescale type errors, rule violations and
misdiagnosis. Comparing regularly quantified errortypes with those which aredifficult to
quantify we can see there is an overlap between diagnostic error, rule violations and
mistakes. This would therefore seem to suggest that the development of a human error
data base should concentrate on collecting HEP's in these areas, so that die data assessors
areusing are valid and useful. The type of information (1-11 below) and functions (12-14
below) assessors wish to see obtained in a human error data base are;

1. Task Description 9. Industry
2. Error Description 10. Data Pedigree
3. External Error Mode 11. Reference Source
4. Psychological Error Mechanism 12. DataComparisons
5. Performance ShapingFactor 13. Wide varietyof tasks
6. Human Error Probability 14. Database to be Updated
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7. Upper/LowerBound
8. Opportunity for Error

The first 12 points have been included in the prototype database, whereas the last 3 will be
considered at a further time.

Database Taxonomies

The evolution of a comprehensive human performance taxonomy has been a "
continuing objective in human factors research, Fleishman and Quaintance (1984). Such a
taxonomy must be able to describe all types of behaviour and depict all possible errors, ^
thus making it comprehensive.

It is fundamental to the development of a human error database that the databank is
constructed for the purpose of generalisation and extrapolation ofdata from the database
to HEPs required for HRAs/PSAs. A taxonomy is therefore necessary to structure the
data collection and to provide all the qualitative information relevant to a particular HEP
datum. This taxonomy, or set of taxonomies needs to include information on what, why ^
and how an error occurred and a description of the task/error scenario and mutually
exclusive database.

Four taxonomies have been devised for explicit use with the CORE-DATA ^
(Computerised Operators Reliability and Error Data) database, and these include an
External Error Mode (EEM), Psychological Error Mechanism (PEM), Performance
Shaping Factor (PSF) and Task taxonomy. Development of CORD-DATA's EEM ^
taxonomy involved a comprehensive listing of 27 EEM's which originated from
taxonomies such as those found in the human error and performance literature. These 27
EEM's were then categorised under Swain and Guttmanns framework and checked for ^
mutual exclusivity, which can be found in Figure 1. The taxonomic framework is based ,
on a 4 levelhierarchy which facilitates EEM identification andretrieval,

1. Error of Commission

2. Time Errors

3. Action Too Long ^
4. Accidental Timing with other event/circumstance

The psychological error mechanism (PEM's) taxonomy originated from a variety of ^
taxonomies and these uncovered 58 PEM's. The PEM's were then provided with a brief
definition and example of the PEMin actioneg. Stereotype Takeover- operator replaces a
familiar operation/procedure with a similar operation/characteristics for actual ^
operation/procedure ie. changes gear with the left hand when in a right hand car. This
enabled mutual exclusivity and categorization of PEM's to be determined, which resulted
in the PEM's being arranged hierarchically and reduced the58 PEM'S to 32. An example ^
of the PEM taxonomy can be found in Figure 1.

Development of the PSF taxonomy involved the collation of PSFs from a variety of
human reliability assessment techniques or methods such as THERP, PHECA, and ^
HEART. These methodologies produced a listing of more than 200 PSF, therefore to |
make the listing more manageable Bellamy's 8 taxonomy headings were used as a means
to separate the PSF, (see Bellamy 1991). The PSF taxonomy contains 100 PSF, but the ^
taxonomy has been simplified via a hierarchical approach so that the usercan proceed to
their own required level of detail. It is apparent that a comprehensive PSF taxonomy is
needed to help categorise anypotential influencing factor. Aequipment/task (see Figure 1 ^
for example) and human action taxonomy have also been contructed and these will also
enable further methods for abstracting data from the database.
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Figure 1;- F.ynmnles of the Prnnosed PEM, EEM and Task

stereotype Takeover

1.1 Frequency ofPrevious Use

1.2 AcsumpUons

IJ Substitution

Memory Failure

2.1 Bounded Rationality

2.2 Mistake Among Alternatives

23 Place Losing Enor

2.4 Mental Blocks

Ttwnwtic Vagabonding

3.1 Hypcractivity

En^tment
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S. Over Demanding/Cognltlve Overload

S.l Bounded Rationality

52 Identification Prevented

53 Freeze

f*" 5.4 Reduced Capability

4. Risk Recognition Failure

6.1 Underestimate Demand
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6.2.1 lUsk Tolerance

6.2.2 Oveisimplirication

Example of Proposed PEM Taxonomy

Alarms

1. VDU Alanns

1.1 Highpressure VDU alarm

1.2 Sbgle VDUAlarm

13 VDU Alarms

2. Low Level Alarm

3. Add Add Time Alarm

4. Alaimfeedpreparation system Alarm

5. Low Surge Tank Alarm

6. Alarm Annunciators

Switches

1. Multi-Position Switches

1.1 10-PbsitionRoury Selector Switch

1.2 2 Position Switch

13 Rotary Control 3 Position Switch

2. Toggle Switch

3. MotorOperatedValveSwitch

4. Changeover Switch

5. Switchover of Selector Switch

•6. Toibtne Switch Board

Example of the Task Taxonomy
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Data Collection To Date

It is generally agreed throughout die reliability engineering domain that there is.no
readily available truly believable comprehensive compendium of human reliability data, ^
Meister (1984). However human error data can be collectedfrom a variety of sourcesand
CORE-DATA currentlycontains data from each of these sources (the numbers in brackets
are correct at the time of going to press, but will increase as the project continues); n

1. Real Operating Experience (46 data points);
2. Simulator Data (416 data points); ^
3. Expert Judgement Data (152 data points);
4. Literature Data (509 data points);
5. Synthetic Datafrom human reliability quantification techniques (45data points).

In an ideal world all data would preferably be abstracted from real operating
experience or robust industrially relevant experiments. Unfortunately there are difficulties
in collecting this type of data due to the politically sensitive nature of the data, or, lack of
data collection schemes. Consequently we have to assimilate data from a variety of
different sources to complement real data or missing data for specific task scenario's. H
However this research project has recentiy implemented a human error data collection
scheme in a large company and is still collecting data from other sources. It is therefore
anticipated that many new HEP's will be added to the database over the next 18 months, H
which will help the lack of data problem.

Database Computerisation

A prototype screen design system has been developed for CORE-DATA, and limited
usability trials have been carried out to date. The user of the system can access data
according to the following aspects (or certain combinations of these aspects);

1. Industry type (eg. Nuclear, Offshore, etc);
2. Level of Operation (eg. Nonnal, Emergency, Maintenance);
3. Human Action (eg. Installs, Diagnoses, etc);
4. External Error Mode (eg. Error of Omission, Commission, etc);
5. Psychological Error Mechanism (eg. Encystment, Thematic Vagabonding, etc).

FURTHER WORK

Further work will include validation/verification of the taxonomy which shall
continue during the development of CORE-DATA. Hence as more data are made
available the taxonomies will be tested to check if the taxonomy is exhaustive and
comprehensive. It is anticipated that the internal and external validity and
comprehensiveness of the taxonomies can be tested, via setting up controlled experiments ^
with real HRA assessors, using them to find specific HEP's and their associated qualitative
information. This type of validation exercise would determine the taxonomies reliability
in the real world, as comprehensive scenarios' would be used to test the database system. ^
The internal validity would be tested via determining the consistency of usage of the
database.

A major phase of the project in 1994/95 will involve the development of a prototype
set of extrapolation rules. These rules will allow extrapolation from a datum in the data I
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base to specific PSA operator tasks.
These rules will be based on PSF and this will enable a specific HEP, associated eg.

with a nuclear task to be compared to a similar task in the petro-chemical industry and for
the HEP to be expertly manipulated depending on the PEM or PSF. The development of
prototype extrapolation rules will enable HRA assessors to use data from different source
industries confidendy, and will enhance the credibility of human reliability in terms of
forwarding the methodology of HRA.
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Example of the EEM taxonomy
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INTRODUCTION

The motivation for studying and improving the proficiency and reliability of control
room operators is multifaceted, all resulting in some kind of cost saving to the
operating utility: 1) achieving higher plant availability factors; 2) reducing the risk
of accidents having associated consequences and costs; 3) reducing the risk of damaging
plant equipment; 4) improving relationships with regulators; and 5) verifying the
effectiveness of their training program and avoiding undue remedial programs or
unnecessary interactions with regulators. Various estimates indicate that so-called

" human error contributes to 70-80% of industrial accidents including errors in design
and maintenance as well as in operations.One utility reported a loss of S4M due to 79
events involving human error. Clearly, there are economic as well as safety incentives
to identify and reduce causes of human actions that lose millions of dollars.

^ Collecting and analyzing simulator data for causes and trends is one way to recognize
and correct problems before they cost a lot of money.

Regulators, utilities and INPO have begun to compile statistics on types and causes
of "inappropriate actions" by control room and plant personnel; however, the data is

^ collected post facto. By routinely collecting data during simulator training and
requalification exercises and analyzing the data for types and causes of "deviations"
or "inappropriate actions", the operating plant can take corrective actions before such
"deviations" occur in the plant or lurk as "resident pathogens" (Reason, 1990) which
increase the probability of operator error and thereby increase the probability of a
catastrophe.

This paper demonstrates how simulator data can be used to quantify the relative
importance of various immediate or proximal causal factors and discusses how such data
may be applied to identify and quantify the influences of deficient organizational
factors. (See also the PSAH II paper by Bareith, et ai. for a similar treatment of
simulator data.)

BACKGROUND

Probabilistic risk assessment (PRA) has evolved over the past two decades in four
distinctive phases: Machine, Milieux, Man, and Management. The first two phases dealt
respectively with accident sequences initiated and propagated by failures and successes
within plant systems and hardware (Machine); and those initiated by natural phenomena,
fires or floods (Milieux). Studies of the "anatomy of accidents" show that human error
contributed significantly to the probability of accidents. The "Man" phase of PRA
evolution included research to develop methodology for human reliability analysis
(HRA).

Rather novel among the HRA research efforts, however, was the initiation of
measurements of NPP operating crew reliability at simulators to obtain data in lieu of
actual accidents but in preference to "expert opinions". Simulator measurement pro
grams were initiated in the U.S., Taiwan, France and Finland. We were principals in
the design and execution of the Operator Reliability Experiments (ORE) program
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the design and execution of the Operator Reliability Experiments (ORE) program
sponsored by the Electric Power Research Institute (EPRI) and participating utilities
(Spurgin, et ai.,1990; Orvis, et ai.,1990). Insights expressed in this paper are
attributed partly to our participation in the ORE, but do not necessarily represent the
views of EPRI or participating utilities.

Currently, PRA methodology is in the fourth phase: Management (and Organizational
Factors). In the aftermath of Chernobyl, Bhopal, Challenger and many other actual
catastrophes , varied deficiencies in sociotechnical organizations are revealed to be
pervasive, underlying causes. We are participating in this advancement of PRA methodol
ogy (Orvis, et a2. ,1993) and believe that empirical data collected during simulator
exercises can help to identify and quantify the effects of organizational factors.

Experience has shown that neither operators nor training instructors are very
reliable sources for answering such questions as: "What do operators do, correctly and
incorrectly, when they are responding to an accident?", or "If crew response is
incorrect, is it a random event or caused by some deficiency in the sociotechnical
system?" . Instead, a structured and routine data collection and analysis program can
provide answers. Data so acquired and analyzed also provides a) a means for evaluating
the effectiveness of training [e.g., see Spurgin, et al. (1993)], b) support for plant-
specific PRA studies including an empirical basis for weighting factors of Performance
Shaping Factors (PSFs) and c) insights into factors in the plant or organization which
influence or cause operator unreliability.

SUMMARY OF REPRESENTATIVE CAUSAL ANALYSIS EFFORTS

Reports of empirical studies of human performance and reliability are rather scarce
in the open literature. The preponderance of reports that exist deal with post facto m
analysis of abnormal plant events involving human error or inappropriate human actions
during operation and maintenance of plants. Summary reports are published by INPO
based on the HPES. Similar post facto analysis of LERs and in-plant events have been
reported (IAEA, 1990) which provide some attribution to various causal factors. ^

Rare in the literature are reports of data gathered during simulator exercises.
Some studies report results from an older form of automatic data collection of operator
manipulations (e.g., Yoshimura, 1988). Results of more intensive efforts which include
human observers are reported by Norros (1986), Mosneron-Dupin (1988) and numerous re- ~
ports by the authors of this paper (Spurgin, et ai., 1990; Orvis, et ai.,1990). A I
recent application of these techniques is reported in this conference. (Bareith,1994)
The following paragraphs review some of the studies that relate to the theme of this
paper.

Waylett's Use of HPES

Waylett (1986) takes exception to reports of investigations of plant incidents that
too often state "The operators responsible...have been counseled and provided remedial
training". Waylett notes that causes are often not deficiencies in the operators or
their training but other factors, including the design of the control room and quality
of the operating procedures. Waylett presented two breakdowns of causes of incidents.
INPO Human Performance Evaluation System (HPES) 1984 data shows that about 10% of the
events were attributed to training but about 24% of corrective actions involved more
training. Data from FP&L's Preventable Occurrence Study (POS) of 79 events showed that
27% were attributed to training deficiencies but 73% to other causes.

Hurst's Studies of Event Data ^

A novel extension of the analyses of event data is provided bv Hurst et al. in a
multi-dimensional and multi-level causal factors in a sociotechnical hierarchy. Data »
on causes of failure in pipework and vessels at nuclear and chemical plants indicate
about 33-41% of the immediate causes of failure are human contributions, including
operator error, induced impact and incorrect installation. Hurst extends the
investigation into the hierarchy of the sociotechnical system to identify the «
underlying causes of events and presence or lack of effective preventive mechanisms
under control of management decisions. The studies cited also quantify the
contributions of each category to the total number of events investigated. The initial
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steps in the studies, however, are the 1} assembly of data on events and 2)
identification of the "immediate" cause. It is advocated herein that data from sim
ulator exercises can be treated in a similar fashion to not only provide the basis for
reduction of "immediate" causes but also to provide insights into the causal factors
lying more deeply in the organization.

Norros' Analysis of Simulator Data

Norros and Sammatti (1986) reported on data collected at the Loviisa simulator
involving two accident scenarios and 8 or 12 crews, respectively. Although observing
instructors felt crews had performed well overall, the data revealed that all crews had
committed deviations (3 to 9 per crew).

The deviation data were analyzed for causal factors in five phases for each
scenario: observation, diagnosis, decision, execution and feedback. Causal factors
were analyzed in a matrix of decision and execution functions versus error causes as
summarized in Table 1. These data suggest that improved procedures might reduce the 17
to 30% of the deviations while improved technical training might reduce the 34 to 56%
"knowledge" category and team training, the 14 to 16% "cooperation" category.

Table 1. Distribution of Deviations by Causes for Two Scenarios (Norros and
Sammatti, 1986)

CAUSE CATEGORY PERCENTAGE OF TOTAL

Scenario 1 Scenario 2

Control Room 5.5 3.2

Procedures 30.1 17.4

Cooperation 13.7 16.2

Knowledge 34.3 55.5

Disturbances 5.5 0

Simulator Effect 11.0 7.7

Total Number of Deviations 73 155

EPRI-Utility Sponsored Studies

our reports on the EPRI research emphasize the collection and interpretation
of data on crew time-responses, e.g., Spurgin 1990, but data were also collected on
"deviations" committed by crews. A deviation is defined as: "a departure from a
reference response to a given accident situation", i.e., what the crews did in
contrast to: 1) verbatim following of emergency operating procedures (EOPs); 2)
expected response per scenario design (trainer expectations); 3) management preferences
in given situation; plus 4) spurious activities by crew. The commission of a
"deviation" did not necessarily imply significant safety-related consequences; the data
were analyzed later for impact.

The data were collected during crew requalification drills using five or six
challenging scenarios, which were replicated at the respective plant simulators and
repeated in successive years at the same simulator.

Causal Factor Matrix. We developed a taxonomy of deviation types and causes in a
matrix format: crew response phases versus causal factors. Crew response phases are the
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cognitive or detection-diagnosia-deciBion makina fDDD) nhaack x..
action) phase. The principal categories of deviatioS Lpe a^^
priate intention leading consequentially to flawed DDD a^ctiln^ and
includes:

Deviation Cause Categories for DDD Phase.
1)Emergency Operating Procedure (EOP) Related

a. Select wrong EOP
b. Not follow EOP Exactly; miss steps
c. Misinterpret EOP
d. Inadequate EOP

2) Problem with Instrumentation or Cue Missed
3) Poor communications among crew

n

Deviation Cause Categories for Execution Phase. "

2} action but knew better)
« control) correct intended action at wrong panelThe causal matrix includes two additional columns: impact level; and recovery.

rep?ese^ting\ess^?SIn^pelflct^pe^otmancirL^^^^ etTicien"^ f®

deviations wlLT^be^ detected^and^recovered' ""portant to know the likelihood that >->
pre^entiri't'̂ r^s'̂ e" n1 --"ft of the data wasof causal factors based on published data'frol throo ™ summarxses the breakdown
most (89%) of the initial deviations oclurrl^n ^^^^^ indicate that n
remained unrecovered. This imoliea that onn- ? P^^se and most of those (67%)to discover its error. Bylon^Jasr onlvlli oAhf " f" fn^ent, it is unlikely
execution phase and most (85%) of these were recovetod Thi occurred in the
factors are seen to be EOP-related based on data (75%) causal f*\
be interpreted to mean that nost-TMi eonti-fti « ^ three PV^s. These results could
in reducing the contribution of MMl deficienc^ ^^in" additio^ ""Ttf ^^^^^^ive
s^ptom-based procedures seems to have two effects that afflit ih=' i changeover to
of causal factors: 1) reduces the imrortance of I , *? "l®txve importance „
ures take the role of an expert system; and 2) failSS to t"??® ^^""5 proced-
xs recorded as a "deviation" 'in the data. the procedures exactly

def\c"encies''"n"prlceSurer^^^^^ compensate for some human factor ^influence on crew reUabUity^fke^lworthwhUe^^^^ ®"°" potential ^
But investigation of deeper lying causes miaht show such problems.

t^thrswltor ses7i^^^^^ training for accidents that "can't htppeS-^^^rthey Irlnl
WHAT THE DATA SHOW

all crews a"il'lustrate" in^Figure'̂ ^" this'''is'°°clearrv^l^°^ "t ""f difficult for
lati^r- L^istVtiVn vri n(e.g., steps out of order or invokes confusing -AND- or -Ir'condit '̂/on" T) a'sectlon
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Table 2. Summary: Causes and Recovery of Deviations

CAUSE CATEGORY FRACTiof4 OF Total
NUMBER OF DEVIATIONS

SUMMARY OF CAUSES FOR D-D-D PHASE BY

INCREASING IMPORTANCE

Crew Communications Problems

Cues/Indications Missed 9%

DifftcuiUes Using EOPs 75%

FRACTION OF EOP RELATED

DEVIATIONS

Inadequate EOP 9%

Selected Wrong ^P i4%
i^siiiti^iet ^P
Wot"Mow'EOi»

EXECUTION PHASE 11%

RECOVERY; FRACTION OF ALL DEVIATIONS

RECOVERED

D-D-D Phase 37%

Execution Phase 85%
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of the procedure is similar to a well-practiced section, but slightly different, c)
crews have never or not recently been exposed to this scenario or portion of
procedures.

Such data can be used to monitor and trend the reliability of crews or training
effectiveness over time, as also illustrated in Figure 1. Initial results revealed
flawed procedures for scenarios SGTR/LHS and ISI/ATWS. After modifying the procedure
and training on them, measurements taken in Year 2 indicate much improvement with those
two scenarios. Later years may again show a worsening trend, as illustrated. Training
and operations managers can review such data and make appropriate plans to improve or
sustain crew reliability.

NUMBER OF DEVIATIONS

SLB/

SQTR
SGTR/

LHS

ATWS/

SOSV
M-SLOCA/

HPI AFWS
LOSS

CCWS

SCENARIO

INITIAL; YEAR 1

LONQ TERM: YEAR 5

REVISED PROCEDURES

Figure 1. Deviations for Key Scenarios over Several Years

Sort by crew: The data may reveal that many of the deviations in one scenario or
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across all scenarios were conunitted by one or two crews (not illustrated).
Investigation may reveal causal factors such as a) the SRO lacks some basic reading
skills causing difficulties in reading the procedures; b) the crew has deficient team
skills in communicating and working together; c) the crew may have a member in a new
position and in need of more training and more experience. These may not be revealed
in normal job situations nor by observation during simulator exercises because the
performance seems nominal. An example is described by Molden (1989) where analysis of
simulator data, indicated that the performance of one crew was consistently inferior
to the others. Review of the video tapes showed that one control board operator
consistently "dropped out" of the crew early in each scenario and actually became a
distraction to the SRO, thereafter.

CONCLUSZON

First, you have to get the datal Once recorded, crew reliability data for manv P
crews over many scenarios and spanning various time periods, before and after chanqes -
in control room design or procedures or training program may be sorted and analyzed to

causal factors. At present, there is no wide-spread application of such data „
collection and analysis in the industry. M

Results of data analysis can be applied not only to improving the plant hardware and
software to promote higher crew reliability but also in a plant-specific "living PRA"
to assess the safety significance and cost benefits of such improvements. To study ^
influences of organizational factors, data must be collected on the culture and climate '
or the organization at various levels.
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SOME NEW MEASURES OF RELIABILITY IMPORTANCE WITH APPLICATIONS
TO RELIABILITY CENTRED MAINTENANCE

Stian Lydersen

Department of Mathematical Sciences
The Norwegian Institute of Technology
N-7034 Trondheim, Norway

INTRODUCTION

j During thelastdecades, several measures of reliability importance have been suggested.
However, the potential for practical use of these measures is larger than seems to have been
realized sofar. One reason may bethat the practical engineering interpretations have notbeen
emphasized enough. This paper presents some new measures of reliability importance:

^ 1) Reliability importance for component classes.

2) Cut set structural importance

Practical interpretations are given, with application to design improvement and reliability
centred maintenance (RCM). The suggested measures are compared to existing measures.

DEFINrriONS

Consider a system with n components, and define

X, = 1 (0) if component no i is (not) functioning at time t, i = l,2,...,n.

The structure function is

(|»QQ = <|)(X„ ..., Xa) = 1 (0) if the system is (not) fimctioning at time L

Let Pi = P(X, = 1), i=l,2,...,n. If all components arc independent (Xi,...,Xo are stochastically
independent), there exists a function h such that
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Theprobabilities pj andP((l)(2^=l) will bedenoted theavailability of component number i and
of the system, respectively. The following notations will also be used:

(lit B) ~ (pi» •••» P|.i» 1, Pi+i, ...» Pb)

(Oi, b) = (p„ ..., Pi.„ 0, Pi+„ ..., pJ

Ci. E) = (Pit Pi.i»"» Ph-1»•••» Pn)

The notations (1„ 2Q etc will be used in the same way. ^
i 1

RELIABILITY IMPORTANCE p,

Bimbaum's (Bimbaum, 1969) measure of importance for component no i is defined as

l\i) = dh(E)/3pi
= P«>(l,S-<|)(OiS=l)
= P(Component no i is critical for the system) <5^

'\ :

Component no i is said tobe critical for the system if the rest of the system is insuch a state
that the system is fimctioning if and only if component no i is fimctioning. n

It can be shown that h(E) is linear in each pj (see e.g. H0yland and Rausand, 1993). !
Hence, if p, is changed by a quantity Ap„ the change i system availability will be

Ah(^ = I»(i) Api. 1

Criticality importance is defined as (see e.g. H0yland and Rausand, 1993): r*^

I®(i) =P(Component no i is critical for the system and in a failed state, given
that the system is in a failed state) ^

Consider a system in a failed state. Then, I®(i) is the probability that component no i
is in a failed state and the system will fiinction again once the component is restored.

The improvement potential (See Le. Aven, 1992) is defined as the improvement in
system availability if component no i is replaced with a perfect component:

I*(i) = h(l„ e) - h(E) = h(p„ .... Pm, 1. p^„ pJ - pJ.

The following simple relation exists between these three measures of importance: "
I

I^(i) = (1-Pi) I®(i) = (l-h(E)) I®(i).
rr

Considering the direct interpretation and applicability in RCM, it is surprising that the
improvement potential has not bwn used more than what seems to be the case. Further, the
improvement potential is proportional to the criticality importance, and gives a quantified
fault-seeking list as a by-product ^

For an overview of reliability importance measures, see e.g. Lambert (1975).
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RELIABILITY IMPORTANCE FOR CLASSES OF COMPONENTS

In many systems, more than one individual of one component type may be included. If
the availability on one such component is improved, the same improvement will usually be
earned out on all components of the same type. For example, two identical parallel branches
of a subsystem may include the same component type. That is, one may be interested in the
effect ofchanging the availability ofa class ofcomponents in the system simultaneously.

Assume that the components are numbered such that component number 1, ...,rare of
Ae same Q'pe, and that pi =... =p^ The improvement potential for this class ofcomponents
is natural to define as

I —h(l,1, pp^j,pij) - h(pj,Pp Pj^j, Pjj)

Furtherdetails, aswell asgeneralizations the otherreliability importance measures above,
are given by Lydersen (1993).

n

STRUCTURAL IMPORTANCE

Birnbaum's Measure of Structural Importance

Measures ofstructural importance are only based on the structure ofthe components, and
is not a fiuiction of component reliabilities. Bimbaum (1969) has suggested a measure as
follows: Acritical path vector for component no i is a state vector (1,^ such tfiat

<Kli,x)=l and <|)(0i^=:0.

^ In other words, (l,^ is a critical path vector for component number i if and only if
component number i is critical for the system. This is equivalent to

- <KOi^ = 1.

The total number of critical path vectors is

Ti/i)= X

Th^:e exist 2 states of the vector and Birnbaum's measure ofstructural importance
is defined as

B4(i) = Tl4(i)/2->.

Ahigh value ofB^(i) indicates a high importance. For a given system, B^(i) may be
calculated by computing each of die 2®** terms in ri/i), or by using the identity B.(i) =

(see e.g. H0yland and Rausand, 1993).
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Cut Set Structural Importance

A set K of components is said to be a cut set for the system if

Xi = 0 foraIli€K => <}>QQ=0.

Acut set is said tobe minimal if it cannot be reduced without loosing the status as a cut set
Another measure of structural importance of component no i is the number of

components in the smallest minimal cut set containing component no i;

L^(i) = min IK^I
{j:i€i^)

A low value of L^(i) indicates a high importance. For example, if the system contains
cut sets of order 1, die components in these cut sets will automatically be most important.
This measure has two advantages compared to Bimbaum's measure:

The defimtion has a more direct inteipretation and hence, is more easy tocommunicate
to engineers with limited background in reliability theory.
It is easier to calculate than 6^(i).

As a special case, consider a system with only disjoint minimal cut sets. Such systems
arise in many practical cases. For this special case, it is straightforward to show (Lydersen,
1993) that B^(i) and L^(i) give exactiy the same ranking of the components.

B^(i) = B^O*) <=> Vi) =UQ) and B^(i) > <=> L^(i) > L^(j)

However, the two measures do not always give the same ranking. Consider the system
represented by the reliability block diagram in Figure 1.

3 —

Figure 1. Example, reliability block diagram, structural importance.

In this case,

B^(l) =105/128 >B/6)=B^a)=B^(8).= 17/128 >B^(2)=B^(3)=B^(4)=B^(5) =7/128

I^(1)=L^(2)=L^(3)=V4)=I^(5) = 2 < I^(6)=L^(7)=I^(8) = 3

Hence, the two measures give opposite ranking of the component classes {2,3,4,5} and
{6,7,8}. Further, I^(i) does not diflEer between the classes {1} and {23,4,5). In the next
subsection, a refinement of L^(i) to make this difference will be suggested.



Cut Set Structural Importance and Reliability Importance
(Hi

As already mentionned, if all components are independent and Pi=l/2, i=l,2,...,n, then
B*(i) = I®(i). i=l,2,...,n. In this Section, a relation between cut set structural importance and

n the improvement potential is derived.
Using a notation common in quantitative fault tree analysis, let £ =1 - that is, qj =

1 - Pi, i=lA.",n, and let Q, = 1 - h(n) = 1 - hG,-fl) = g(fl). If all q^ « 1, say < lO^, then

/-I iaKj

<5^

Further,

and

E n?,
"P/ u: te*;i

/^(o=<?,/'(/) - r n<7.
{/ : leKj) ieK^

If all q, = q, then

7^0 «

where nil is the number of minimal cut sets of ordo* L^(i) containing component number i.
Taking the logarithms of both sides, we obtain

^ logioC/^O) =log,.(m,) -Z.,(/)log„(i)
^ Recall that this approximation is valid only if q « 1, say, q < 10"l In almost all practical

cases with q « 1, the inequality mj < 1/q will also hold, in fact, we will have

L*(ii) > Mia) => 1^12).

That is, L^(i) gives a component ranking that is not in conflict with I'̂ (i). Further, in these
cases,

{L^(i,) = A [m.^ > nil]
^ The above implication suggests arefinement ofthe cut set structural importance measure

may be suggested: If l^Cij) = L^CiJ, then component i, is more important than ij if
^ more general terms, define the cut set ordervectorfor component number i:

£*(i) =(Cu» Cu)

where Cg is the number of minimal cut sets of order j containing component number i.
Component ij is more important than if min{; : >0) < mint/ • Cy > 0) . Ifthese
are equal, then component i, is more important than ij if c.^^> , where
d - mini; : ^ c^). This may be illustrated by revisiting the system in Figure 1. The

structural importance measures and the rankings are given in Table 1.
It may be beneficial to define a modified cut set importance measure in terms of a scalar

J- n\ TT. t • . 1 -
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Table 1.Example, structural importance measure for reliability block diagram in Figure L

Component
number i

B^(i) Vi) £»(i)
Value Rank Value Rank Value Rank

1 105/128 1 2 1 (0.1.0,0,0.0,0,0) 1

2 7/128 5 2 1 (0,4.0.0,0,0.0.0) 2

3 7/128 5 2 1 (0.4.0,0,0,0,0,0) 2

4 7/128 5 2 1 (0.4,0,0,0,0,0,0) 2

5 7/128 5 2 1 (0,4,0,0,0,0,0,0) 2

6 17/128 2 3 6 (0,0,1,0,0,0,0,0) 6

7 17/128 2 3 6 (0,0,1,0,0,0,0,0) 6

8 17/128 2 3 6 (0,0.1,0,0,0,0,0) 6

Rausand (1991) suggests the following way to rank minimal cut sets in a fault tree
according to importance:

i) The minimal cut sets of lowest order are most important
ii) If two minimal cut sets have the same order, the basic events are ranked as follows:

1. Human error
2. Active equipment failure
3. Passive equipment failure

This ranking isbased on the assumption that human eiiors have alarger probability than
active equipment failures (equipment failing during operation), which again have a larger
probability than passive equipment failures (passive equipment such as a storage tank or
standby equipment). This categorization may also be used for a generalization of the
component importance measure L^(i) for components having the same value of l^(i).

ACKNOWLEDGEMENT

I am grateful to my colleague Professor Marvin Rausand for comments and suggestions
to this paper.

REFERENCES

Aven, T. A: "ReliabiliQr andRisk Analysis". Elsevier, (1992).
Bimbaum, Z. W.: "On the Importance ofDifferent Components in a Multicomponent System in Multivariate

Analysis - H". Ed. P. R. Kiishnaiah, Academic Pr^, p581 - 592. (1969)
H0yland» A and Rausand, M.: "Reliability Theory. Models and Statistical Methods." To be published bvWilev

in 1993 or 1994. '
Lambert, H. R: "Measure ofImportance ofEvents and Cut Sets in Fault Trees". In "Reliability and Fault Tree

Analysis. Theoretical and Applied Aspects of System Reliability and Safety Assessment", Ed. R. E.
Barlow, J. B. Fussell, N. D. Singpurwalla, SIAM, Philadelphia (1975).

Lydersen, S.: "Measures ofReliabilily Importance and RCM". Presentation at Society of Reliability Engineers
Symposium, MalmO, Sweden, 25-26 November 1993.

Rausand, M.: "Risikoanalyse. Veiledning til NS 5814" (Risk analysis. Guide to Norwegian Standard NS 5814.
In Norwegian.) TAPIR, Trondheim, Norway (1991).

IS.

w?}

|5»\-



tm

"INTEGMT* - A PARAMETRIC KEUABBLITY AND
MAINTAINABILITY METHODOLOGY AND SAFETY RISK
MANAGEMENT TOOL

Ricfaaid Vote,Teny Bairitt & RexBlanchfoid

ELINTECHLtd

^ 69Breton House
Baibican

London EC2Y8DQ England

088-7

CONCURRENT DESIGN EVALUATION

^ Concunent consideiation ofavailability, reliability, maintPnafir^ and life cost strives for
MaximumAvailability.
MaximisedSafetyandIntegrity bydeagn andprocedural measures

^ Minimum through life costs with simple reliable systems
Optimisedmaintainability, operability and logicssupport.

"Integnt" ^ been oiganically grown and iscurrently being used in major ofl&hore, onshore
petrochenncal and air tiafiBc control projects, being as adaptable as the spreadsheet program itis
based on. "Integnt" is amethodology that has grown firom simple evaluations to the complete
structure covering all stages ofdesign presented here, itisnot asoftware program. This

^ presentation provides an overview with spreadsheets shown as sample "pictures" in this p^r,
fiill size copies can be (Stained fiom the authors.

_ De^tions oftenninology and criteria are inqwrtant in application to acomplex project and
similariy datagathering mastbeconstrained tothatsufficient toestablish confidence forthe
engineering desim rather than toprovide iimestniined challpnys tnthi» Tnatht»inatirtafii

sm Most reli^ility standards are geared to fimded R&D programmes not "oflfthe peg" designs
however e}q)ectations ofreliability finom suppliers isbecoming the norm. The users "stress" must
also be accounted&r in system design. QA for data is achieved through "Control" and "Design"

^ assessments where manufacturer's estimates are compared with historical sources. Dialogue may
then produce inq>rovements as long as these are not limited the state ofthe technological art
or costs.

^ Inaddition to&ilure rates, levels ofrqtarability, test, diagnosis and restoration timpg thelife
aq)ectanqr ofthe equipment and the maintenance activities necessary to preserve designed
c^iability and perfinmance; allform the "data base" for the assessments. Because the users
operational conditions aflBsct achieved Availability and Reliability and thus Safety, the analysis
must a^unt for these factors and introduce them into the calculations. The data bases therefore
are split b^ween the "Generic" and "System" infinftnr^
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ON-LINE VS. OFF-LINE MAINTENANCE IN NUCLEAR POWER PLANTS
flst INSIGHTS FROM A CYCLE-WIDE O&M COST MODEL

James R. Hewitt, Lawrence A. Bennett, Ronald L. Durling

^ Safety and Reliability Division
ERIN Engineering and Research, Inc.
2175 N. Calif. Blvd., Suite 625

^ Walnut Creek, CA 94596

m

OVERVIEW

This paper addresses a popular question among nuclear power plant outage
managers:

Is therea technicalbasisfor performing certainmaintenance tasks - tasks
historically confined to outages - during power operation?

The paper describes a quantitative model of cycle-wide operations and maintenance
(O&M) costs. The results suggest on-line maintenance tends to reduce plant safety,
and on that basis alone, may be regarded as unacceptable. However, it may be
possible to develop a technical basis similar to that historically used inbackfit analyses:
that at some point, the cost of performing maintenance during shutdown exceeds the
benefit gained by improving plant safety. The break-even point can be estimated with
a fairly simple relationship between accident risk and the outage critical path time
associated with work on that component.

THE PROBLEM

Outage costs are oneof thebiggest variable O&M costs in a nuclear power plant.
Of all the costs associatedwith an outage, one of the biggest is the cost of replacement
power. (In many settings, power replacement costs exceed $0.5M per day.) Hence,
one of the most effective ways to minimize O&M costs is to minimize outage costs,

^ which in turn, translates into minimizing outage duration. This, in brief, is the
objective of outage planners.

Outage planners face a variety ofconstraints. Technical Specifications and other
A regulatory and self-imposed requirements limit the extent to which maintenance can

088- 11
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be performed on redundant systems. These tend to be rigid constraints; exceptions
are rare. Another constraint is less rigid: the scope of work to be performed during
the outage. Some work can only be performed during an outage (e.g., refuelling in
light water reactors). Other work is optional, and some of that could conceivably be
performed during power operation (e.g., standby diesel generator overhauls). When
such work requires time on the outage critical path (the combination of tasks
determining outage duration), it constrains the outage planners' ability to minimize
outage duration. It is at this point that outage planners begin questioning whether
such work could be performed during power operation.

Given recent trends in the economic and regulatory environment, such questions ^
from outage planners are drawing increased attention. Historically, there has been
little or no technical basis for the answers. The analytic problem, therefore, is to
develop and exercise a cycle-wide O&M cost model to evaluate such questions. ^

METHOD AND MODEL ^
I ;

The first step toward model-building is to define the evidence needed to decide
between on-line or off-line maintenance. Such evidence must be acceptable to both
outage planners and regulators. With no historical precedent, the best one can do is /
speculate about which decision criteria might really be acceptable. In that regard,
consider the following possibilities: ^

i ;
• On-line maintenance reduces power replacement costs (by ^

reducing outage critical path time), and it does not violate a strict
interpretation of the operating license. p

• On-line maintenance reduces power replacement costs, and does
not cause plant risk to exceed a specified safety goal. p;

• On-line maintenance reduces power replacement costs, and it
improves overall plant safety. p

I !

• On-line maintenance reduces power replacement costs, the cost
difference exceeds the increased "expected cost" of plant ^
accidents, and on-line maintenance does not cause plant risk to
exceed a specified safety goal.

The first two decision criteria might satisfy outage planners, but probably not
regulators. From the latter's perspective, plant safety depends on more than
compliance with regulations and safety goals; it also depends on a safety conscious
culture, which aggressively seeks ways to maximize plant safety.

The third criterion is extremely stringent, and should satisfyboth outage planners
and regulators. It has no practical value, however, because there are no maintenance
actions meeting this criterion. For any tasks which might be performed during power
operation, one can imagine a safer condition during an outage (perhaps near the end
of a very long outage, with fuel removed from the RPV and all other equipment ^
available).

Of all these decision criteria, the fourth is the most likely to satisfy both outage
planners and regulators, and have potential for a practical application. The
requirement to offset the increased expected cost of plant accidents is similar to the
rationale historically used in backfit analyses. This criterion is also consistent with a
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safety-conscious culture; it allows a utility to strive for a rational balance between
safety and costs.

The following assumptions help simplify the analytic model for this criterion:

1. The major determinant of variable O&M costs is the outage
duration. By ignoring other variable costs, the modeltends to err
on the side of safety, rather than economics.

2. A change in maintenance practices may change the expected
frequency offuel damage accidents during bothpower operations
and shutdown, but not the expected magnitude of radionuclide
releases or off-site doses associated with those accidents. This
assumption allows for a much simpler model. It should be
applied with care because it is not generally conservative.

3. An acceptable estimate of a cost/dose conversion factor is
$l,000/man-rem, the samevalue used by the NRCin prioritizing
generic safety issues.

4. By saving time on the outage critical path, on-line maintenance
will tend to increase the time spent in power operation, and
decrease the time spent in outages.

These assumptions lead to the following relationships between the effects of
maintenance tasks and variable O&M costs:

where:

Qd
Cp
Crp
D

CdoSE
A

f

d

= Of^p ' ^Dq^yAGE * ^DOSE '

LCp = ' A ' dj

[(1 - A) 'Y. U.d.
/

OUTAGE

= Outage cost
= Cost of expected offsite doses due to at-power accidents
= Cost of replacement power
= Change in outage duration
= Cost/dose conversion factor
= Plant availability factor
= Frequency of core damage events

Dose/event conversion factor
= Subscripts denoting events for power operation and

shutdown, respectively.

With these relationships, one candetermine the best time to schedule maintenance by
finding the least-cost alternative, subject to the constraint of meeting safety goals.

088 - 13
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RESULTS

This modeling approach leads to a fairly simple relationship between three ^
parameters:

• the time a maintenance task spends on the outage critical path,
j

• plant accident risk, given the maintenance unavailability of the
affected components, and ^

the safety goal for core damage accidents.

The time a maintenance task spends on the outage critical path has a direct effect on
the costs of the outage. These costs include costs associated with replacement power
as well as personnel costs. However, there is a morecomplicated relationship between
the critical path time and the core damage frequency during the outage. During i
shutdown operations, the risk of component maintenance is dependent upon several
factors, such as the number of redundant trains remaining in service, the water volume rv
present in the reactor coolant system (RCS), and the decay heat load. The change in
the at-power plant accident risk tends to be strictly a function of the ratio of the new
component unavailability to the original unavailability. p,

If the expected cost increase of an at-power accident does not exceed the cost
reduction associatedwithperformingthe maintenance duringpoweroperations, on-line
maintenance maintenance might be justified, as long as an acceptable safety goal has ^
not been exceeded. For example, utility personnel at a representative plant wish to
move emergency diesel generator (EDG) maintenance activities from an upcoming ~
outage to a seven day period of full-power operations. It was found that performing ^
this EDG maintenance on-line increased the at-power core damage frequency (CDF)
from 4.67E-05/year to 5.18E-05/year. This increase of 5.10E-06/year in the at-power
CDF provides the first step in estimating the resultant public health risk increase. The ^
second step requires an estimate of the offsite effects of such an event. A coarse
estimate of a dose conversion factor is 1E8 rem/event'. Assuming an availability -
factor of 0.70 and a cost/dose conversion factor of $1000/rem, the increased cost of
expected offsite doses as a result of performing on-line maintenance is $357,000.

On-line EDG maintenance does not have as its only effect an increased cost due
to increased public risk. Removing these activities from the outage critical path
provides the benefit of reducing the length of the outage and possibly reducing the
shutdown CDF. In this case, the EDG maintenance activities had been planned for
a time when the refueling cavity was flooded. This maximized the time to RCS
boiling, thus reducing the risk of having one EDG out of service. Because of this, the
shutdown CDF did not noticeably change when these maintenance activities were
removed from the planned outage. Therefore, given a replacement power cost of
$200,000 per day and neglecting any cost savings associated with a nominally reduced
shutdown CDF, a two-day reduction of the outage as a result of this change will satisfy
the decision criteria outlined above.

FS>

CONCLUSION

The preceding model demonstrates how competing costs might be computed. The
demonstration is limited to a problem with one degree of freedom: a decision about
when to perform a single maintenance task, assuming all other maintenance tasks are n



fixed. Realistically, outage planners have a problem with n-degrees of freedom: every
maintenance task can be rescheduled within an outage, as well as several that could
conceivably be performed on-line. This "real world" problem is amenable to an

m optimization framework, e.g., linear programming.
A simple one-to-one relationship between the at-power cost increase and the

shutdown cost reduction may not be acceptable to regulators. The key to using an
^ optimization model is to establish the appropriate weighting factors in the objective

function and constraints. The risks and cost conversion factors presented in this paper
comprise most of the information needed to establish those weights. Hence, in

^ addition to providing insights about one selected case smdy, this paper can be
considered a stepping stone to a more sophisticated level of outage scheduling
technology: a technique for designing short outages without compromising safety.

REFERENCE

^ 1. "Handbook for Value-Impact Assessments," NUREG/CR-3568 (PNL-4646), December, 1983.
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A USER-FRIENDLY PROGRAM FOR SYSTEM AND COMPONENT

AVAILABILITY MONITORING AND ITS POTENTIAL

APPUCATION IN MAINTENANCE RULE IMPLEMENTATION

Thomas A. Petersen David M. Kapinus

NUS Commonwealth Edison Company
1411 Opus Place, Suite 103 1400 Opus Place, Suite 300
Downers Grove, IL 60515 Downers Grove, XL 60515

INTRODUCTION

The availabilities of nuclear power plant systems and components are becoming
more and more important from a financial, personnel safety, nuclear safety and regulatory
requirements standpoint. As a result, it is evident that a comprehensive, yet simple and
user-fdendly program for system and component tracking and monitoring is needed to
assist in effectively managing the various and many required systems and components with
their large numbers of associated availability records.

Based on the need for an availability monitoring tool, a user-fnendly computer
software program for system and component availability monitoring has been developed
that calculates, displays and monitors selected component and system availabilities. This
is a Windows™ bas^ (Graphical User Interface) program that utilizes a system flow
diagram for the data input screen (refer to Figure 1 for illustration). This screen also
provides a visual representation of availability values and limits for the individual
components and associated systems. This program is designed to be customized to the
user's plant-specific system and component selections and configurations.

BACKGROUND

Over the many years of commercial nuclear power electric generation, the focus
of utility resources has changes several times fiom power plant construction/schedules, to
nuclear safety, to now currently, cost effectiveness of operations. Technical Specification
compliance has always been a major driver in ensuring nuclear safety. As of recently, the
Maintenance Rule (10 CFR 50.65), is soon to become another major factor

1
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(implementation by July, 1996) in maintaining nuclear safety via proper maintenance of
nuclear plant equipment.

The Maintenance Rule furthermore specifies that monitoring or preventive
maintenance activities must be balanced against the objective of minimizing the
unavailability of plant equipment, since unavailable equipment affects the capabilities of
plant safety functions (therefore increasing risk). Based on this, NORC Regulatory Guide
1.160, "Monitoring the Effectiveness of Maintenance at Nuclear Power Plants",
recommends that, for example, plant-specific emergency diesel generator reliability and
unavailability should be monitored as goals under 10 CFR 50.65 or established as
performance criteria under the plant's preventive maintenance program. This Regulatoiy
Guide further reconmiends that when performance criteria is not met, that goals should be
established and performance monitoring be continued, but consistent with an appropriate
balance between emergency diesel generator reliability and unavailabiUty,

Whether nuclear safety program initiatives are driven by Technical Specifications,
the Maintenance Rule, power generation c^acity, personnel safety, one major common
link in ensuring safety is the ability to monitor system and component availabilities (or
unavailabilities). It is additionally important to monitor availabilities properly (collection
and analysis ofdata), since unav^bility causes and effects can significantiy impact plant
operations and costs.

n

n
SOFTWARE REQUIREMENTS SPECIFICATION

n

The availability monitoring program was designed with the common 80386 IBM ' ^
compatible personal computer (PC) in mind, since it was expected that most users would
have at least this type of PC. A faster computer, however, will speed the screen access
time. The other necessary hardware includes one 3 1/2' high density diskette drive, 640
KB of memoiy, 2 MB hard disk storage (for program without da^ entered), VGA or
SVGA graphics card and monitor, mouse and HP LaserJet nP or better printer.

I ,

The required software to run the program is MS-DOS 5.0 or kiter version and
Microsoft Windows™.

I ,

The desired program attributes for the project were:

- Graphical User Interface (e.g., system flow diagram illustration)
- User friendly, simple to input and retrieve data
- Compliance with availability monitoring recommendations of Regulatory ^

Guide 1.160 L
- Flexible, able to be customized to users needs and system configurations
- Data base records avs^ble for sorting, viewing and editing ^
- Output for trending and graphics
- Data base compatible with external programs
- Compatibility with networks p
- Modularized design to enable easy upgrades and to import or calculate

reliability data, risk data, importance measure, and cost measure.
- Design to enable automated collection of pertinent data including |

equipment outages
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' Minimize impact/changes to existing plant programs, procedures and
processes

- Design per appropriate Quality Control standards
- Cost effective

Based on the above required program attributes and software/hardware
requirements, it was determined at that time that the source code software that best fit the
program design and was most efficient for the software developer, was to use a program
called Toolbook™ (by Asymetrix Corporation).

The criteria for tracking (inputting) system and component availability data is based,
for example, on the out-of-service period for maintenance and testing ofthe component

^ or system. Specifically modeled into the program are allowed unavailabilities for:
corrective maintenance, preventive maintenance, system configuration, testing, inspection,
and predictive maintenance. Availability tracking data can also be based on additional

^ criteria such as direct and/or indirect support system inoperabilities or as defined by the
end user. Figure 2 provides an illustration of a sample equipment out-of-service input
form that would typically be used by the system engineer in inputting, monitoring and
hypothesizing the impacts of equipment unavailabilities.

The program can track all inputtedout-of-serviceintervalsand out-of-servicecauses
^ (includmg percent reactor derating) for the selected components. The program also then

provides user-specified color-coded administrative and goal limits for components,
subsystems and systems. These color-indicated goals are then overlayed on the system
fiow diagram screen on each component, subsystem and system. On screen, these
components, subsystems and systems then change color as they become less available
according to their inputted unavailability data, calculated results, and relation to the pre-
established availability goals. The avail^ility calculation is then based the auser-specified
interval.

PROGRAM IMPLEMENTATION

This program has many end uses pertaining to the monitoring of availability data
including Maintenance Rule implementation. This program can be utilized for trending of
performance criteria pursuant to implementation of 10 CFR 50.65, "Monitoring the
Effectiveness ofMaintenance at Nuclear Power Plants". This "Maintenance Rule" requires
utilities to determine a performance criteria for systems, structures, and components,
(SSC's) within the scope of the rule.

One criterion chosen by many utilities for determining SSC performance is system
and/or component unavailability. By modeling the critical components of a system and
monitoring the time those components are out of service (or unavailable), an indicator of
the time a system is capable of performing its function is established. The function
modeled may be of safety significance or electrical generation capacity factor as it is
affected by the availability of key equipment.
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By comparing the time a component is arable of performing its fimction
(availability), to established goals, where such goals may be based on risk or electrical
generationcapacity, the decision on howto allocatecorrectiveand preventivemaintenance
resources can be enhanced. As a result of performing these goal comparisons, overall
plant risk will be minimized while maintaining maximum electrical generation capacity.

This program can be easily applied to MaintenanceRule requirements. NUMARC
93-01, "Industry Guideline for Monitoring the Effectiveness of Maintenance at Nuclear
Power Plants", provides that monitoring the availability parameter for systems and trains
with respect to their goals willprovide a basis on where improvements are neededand also
confirm where corrective actions have be^ effective. This NUMARC Guideline
furthermore recommends that individual train performance (such as its availability
performance) be compared to the other train.

The modeledsystemis displayedwith symbolscommonlyused for components such
as pumps, valves, etc. Availabilities for individual components, groups of components,
and the total system are automatically computed and displayed. By the use of pull down
menus, the user can easily transfer between data entry screens and the system display
screen. In addition, by inputting hypothetical data and transferring to the system display,
the effect on system availability ofupcoming planned equipment outages can be assess^
by observing the resultant calculated availability values and goal color changes indicated
on the system flow diagram screen. This type of analysis can be utilized in adjusting the
preventive maintenance, inspection, and testing activities to achieve system availability
goals.

Although the responsibility for maintaining system specific data may rest with one
person, the desire to produce reports or examine current availability data may involve
many different users ata site. By utilizing an existing computer netwo^, this program can
be adapted for suchuse. Whileproviding specific userswith inputauthority to ensuredata
integrity, other users, such as maintenance planners, work schedulers, or operators can
view the data and produce desired reports.

! \
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CONCLUSION

As described in this papOT, this software program is designed for monitoring the
availability of components and systems and canperform this function well. The program ^
can also be customized to eachplant's specific monitoring needs. Ultimately, this program
is capable of providing valuable information that can be utilized for improving plant
performance and reducing overall plant operating costs. ^
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THE EXPERIMENTAL BREEDER REACTOR U SEISMIC PROBABILISTIC RISK
ASSESSMENT

Jordi Roglans, David J. HiU

Reactor Analysis Division
Argonne National Laboratoiy
Argonne, IL 60439

INTRODUCTION

The Experimental Breeder Reactor U (EBR-II) is a US Department of Energy
^ (DOE) Category Aresearch reactor located at Argonne National Laboratory (ANL)-West

inIdaho. EBR-n is a 62.5 MW-thermal Liquid Metal Reactor (LMR) that started operation
in 1964 and it is cunently being used as a testbed in the Integrd Fast Reactor (BFR)

iHf^ Program. ANLhascompleted a Level 1 Probabilistic RiskAssessment (PRA) for EBR-H.
TheLevel 1PRA for intemal events and mostexternal events was completed in June 1991
[1]. The seismic PRA for EBR-Il has recentiy beencompleted.

^ The EBR-n reactor building contains thereactor, the primary system, and the decay
heatremoval systems. The reactor vessel, which contains thecore, and theprimary system,
consisting of twoprimary pumpsand an intennediate heatexchange, are immersed in the

^ sodium-filled primary tank, which is suspended by six hang^s from a beam support
structure. TTiree systems or functions in EBR-U were identified as the most significant
from the standpoint of risk of seismic-induced fuel damage: (1) the reactor shutdown

^ system, (2) the stractural integrity ofthe passive decay heat removal systems, and (3) the
integrity ofmajor structures, liketheprimary tankcontaining thereactor thatcould threaten
both thereactivity control and decay heat removal functions. As partof the seismic PRA,
efforts were concentrated in studying these three functions or systems. The passive safet>'
response of EBR-U reactor - both passive reactivity shutdown and passive decay heat
removal, demonstrated in a series of tests in 1986 [2] - was explicitiy accounted for in the
seismic PRA as it had been included in the intemal events assessment

PLANT SEISMIC RESPONSE MODELING

Using the logic models developed for the internal events PRA, a seismic event tree
was generated (Rg. 1). The event tree contains the relevant systems or structures that must

^ perform their functions during a seismic event, namely, preservation of the structural
integrity of the primary systems, the response of the shutdown system, and the continued
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Figure 1. Seismic Event Trees

availability of adequate core cooling.
Fault trees were therefore developed to model both system and structural feilures.

The fault trees contain both seismic and non-seismic fsulures ofthe individual components
involved in the system, as well as possible human errors. The probabilities for the non-
seismic failures and human errors were obtained firom the internal events analysis. For the
seismic-induced failures, walkdowns were conducted toidentify component vulnerabilities.
Based on the observations of the walkdowns and the knowledge gained firom the internal
events models, thecomponents requiring detailed seismic capacity analysis woe selected.
Con^onents of secondary importance were assigned screening fragility values, based on
the methodology of the Seismic Margins program [3].

Forthe conq>onents selected for detailed analysis, a two-step process was followed,
consisting ofadeterministic analysis performed atANL and a fragility estimation provided
by R. Kennedy. Following the usual methodology, fragilities were expressed with tiiree
parameters: median fragility, randomness, and uncertainty, and the chosen ground motion
parameter, in agreement with the hazard curves, was the peak ground acceleration (PGA).

SEISMIC ANALYSIS OF COMPONENTS AND STRUCTURES

Major Structures

The most important structure analyzed was the primary tank. The primary tank in
EBR-n is suspended from a beam stmcture by sbc hangers resting on a set of roUers to
allow for thermal expansion. The first failure mode analyzed was die possibility of
displacing rollers from under the hangers, resulting in a drop of several inches of the
primary tank. Inspection and analysis showed that sufficientclearancewouldnot exist for
the rollers to withdraw from their position. The next failure mode analyzed was the weak
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axis bending failure of the tank hang^s. This failure was the limiting failure for the
primary tank, with an estimated median fragility of 0.7g (Fig. 2).

Other structural failures studied included thefuel storage basket inside theprimary
tank, thereactor building, and the oscillation of the bottom core support plate. The storage
basket and the reactor building were found to berugged, and their estimated fragility well
above that of the primary tank failure.

The vibration of the core support plate was analyzed for itseffect on reactivity. A
^ reactivity inseition would occur if thecore moved with respect to thecontrol rods, which

are supported from the top of the primary tank. Although the reactivity insertion would
be oscillatory, it wasassumed thata net positive reactivity insertion would occur. Due to
the EBR-n feedbacks, reactivity ins^on events of less than 0.2 $ do not lead to ftiel
damage. The ground acceleration capable of inserting 0J2 $ was estimated at 0.4g.

Reactor Shutdown System

Protection against the effects of earthquakes has been built into the Reactor
Shutdown system at EBR-n by inclusion of a set of three seismic detectors. These
detectors are set at a nominal value of 0.005g, with theTechnical Specification Limit of
O.Olg. The failure ofthe detection system was included inthe fault tree model, along with

^ the mechamcal failure to scram. Although the shutdown system includes two mechanically
independent subsystems (control and safety rods), only thecontrol rods were accounted for
inestimating the scram reliability under seismic conditions, given the susceptibility ofthe

^ safety rods to slight misalignments caused by seismic ground motions.
Nine control rods are driven from the top of Ae primary tank, with control rod

drivelines diat penetrate the primary tank and reach tiie core through guide tubes in the
reactor vessel cover. The rod drive mechanism is located above the cover of the primaiy
tank. A detailed structural model was developed topredict thescram times under different

'} peak ground accelerations [4]. The control rods are drivoi by gravity but an air assist
piston is also provided. Even when ignoring the downforce generated by the air pistons,
the control rod scram tmies wore not found to increase significandy with the ground
acceleration. It was estimated that the ffigh Confidence of Low Probability (HCLPF) to
scram in approximately the Technical Specification limit of0.45 sec was 0.4g.

Another mechanical failure thatcould impair thescram function is thefailure of the
reactor vessel cover. The reactor vessel cover is lifted during fuel transfer operations,
puling reactor operation, the cover is secured by three cover locks. Seismic conditions can
induce tiie movement of the vessel cover or the failure of one of the locks. If the cover
is not securely locked against the vessel, it can tilt and jam tiie control rod drives. The
fragility estimate for the vessel cover tilting indicates a median value around 1.2g.

A key issue for the reliability of the shutdown system is the existence of the very
sensitive seismic detection system and trip. Taking into consideration tiie delay between
the seismic P-waves and tiie more damaging S-waves, the use of the low-setpoint seismic
trip will ensure that the scram takes place under very moderate seismic conditions.

Primary Pumps System

Under seismic conditions, a loss of electrical power is expected, and therefore the
EBR-n primary pumps will be deenergized. For protected (successful scram) sequences,

^ operation of the primary pumps is not necessary to prevent fiiel damage. The coastdown
of the primary punq}s is important to ensurea smooth transition to naturalcirculation. For
unprotected (unsuccessful scram) sequences, a failure of tiie primary pump system results

^ in a Loss ofFlow (LOF) transient that leads to some degree offuel damage, depending on
the duration of the pump coastdown. The two primary pumps in EBR-II are driven by a
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motor-generator set coupled by a clutch. ^
The internal events PRA showed that unprotected double pump LOFs lead to

different degrees of fuel damage depending on thenature of thepump trip. There are three
possible pump coastdowns in EBR-II, depending on the type of trip, i.e., motor, clutch or ^
generator trip. For protected sequences, none of the trips led to fuel damage. Under i
seismic conditions, however, the coastdowns become fast^. This degradation occurs
because the primary pumps have a hydrostatic bearing that is less stable when horizontal ^
accelerations cause the shaft to impact against the journal. The shaft impacts accelerate P
the coastdown. The degradation of the hydrostatic bearing was modelled, and the altered
coastdowns were analyzed for different ground motion levels. The results indicate that
severe core damage (CD) would occur for unprotected LOF transients at all ground
accelerations for clutch and generator trips, and above 0Jg for motor trips. For protected
double pump LOF transients, possible experimental fuel damage (FED) would occur at
accelerations above 0.8g for generator trips, while motor or clutch trips would not result H
in any fiiel damage for ground accelerations up to 1.5g. '

Although the remaining components in the primary pumps system were also
modelled in the fault tree, the degradation of the hydrostatic bearing was the dominant
event, since the coastdown time becomes a key parameter given that the double pump LOF
is highly probable even at low accelerations because of loss of electrical power supplies.

Shutdown Cooling System

The two EBR-n shutdown coolers are passive systems. Liquid NaK naturally H
circulates through the shutdown cooling piping and to the shutdown cooler box located '
outside the reactor building. The shutdown cooler box is a natural draft air heat exchanger
with chimney. When decay heat removal must be initiated, two dampers are lequiied to
open in the shutdown cooler box allowing air to be drawn over the heat exchanger and
increasing the heat rejection. The dampers are fail-safe and easily opraed manually and
therefore readily recovoi^le. Total foilure of the decay heat removal function leads to a ^
gradual heat upof theprimary tank thathas been defined ascore structural damage (CSD)
in the internal events PRA [1].

The different structural components ofthesystem were analyzed forseismic induced ^
failures. Detailed analysis showed that only the structural failures of the cooler box or '
piping have any significant contribution to the unavailability of the decay heat removal
system after a seismic event Themost firagile component was found to be thecooler box,
with an estimated median fragility of about 1.5g.

Other Systems

Other system failures were analyzed for their relevance in the accident sequences.
For example, tiie argon cover gas systems were studied for their potential topressurize the
prmiary tank. Pressurization of the tank could occur if the pressure regulation system
failed and the pressure release ^stem were blocked due to seismic induced Mlures.

Failure of the secondary piping was included in the models because ofits potential
to start liquid metal fires that could affect the decay heat removal functions. Unavailability
of the secondary by itself does notcontribute to the risk of fuel damage.

The steam generators are not in the reactor building, and thus steam generator
failures cannot directiy affect theprimary systems. Unavailability of the heat sink is not
a significant contribution to risk in EBR-II. Steam generator failures, however, are
included in the seismic PRA fortheir potential impact on the primary system. A sodium-
steam reaction can create a pressure wave that could propagate to the intemiediate heat
exchanger (IHX). If thepressure wave failed the IHX, natural circulation through diecore
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might be impaired. TTie use of duplex tubes in the steam generators and the additional
failures required to propagate a sufficiendy large pressure wave to the IHX make this
failure mechanism only a moderate contributor to the loss ofthe core coolable geometry.

Hazard Curves

Site-specific hazard curves were developed for EBR-II by Risk Engineering, Inc.
The ha^ curves were developed from USGS data for the site (anchor point), from
attenuation models, and from the results obtained in an EPRI study for 57 other plants
(uncertainty in the curves). The resulting hazard curves show a significant spread, in
particular athigh ground accelerations. The curves were extended to a PGA of1.5g. The
concept ofamaximum credible earthquake that had been used in some ofthe early seismic
PRAs was not applied in the EBR-II site hazard curves.

RESULTS AND DISCUSSION

Using die logic models developed, the plant-level fragility was estimated for each
seismic accident sequence, for each bin (fuel damage class), and for the total fuel damage
due to seismic events. The plant-level fragilities were then convoluted with die hazard
curves developed for the EBR-II site to estimate the annual frequency ofplant failure.

The overall results ofthe seismic PRA indicate a90% range for die expected annual
probability of fuel damage (minor or severe) between 2.5 KT' and 10"* yf\ widi an
estimated mean value of 1.7 10*^ yr*^ (median estimate of3.9 10^.

The dominant seismic failure was found to be that of die primary tank hangers.
Indeed, the primary tank failure dominates the seismic risk profile, since it can also affect
the reaaor shutdown wd die shutdown cooling systems. Anodier significant contribution
to the %ismic risk is due to die altered primary pump coastdowns caused by the
degradation of thepumps hydrostatic bearings.

The reactor shutdown system and die shutdown cooling system were found to be
very rugged. For die reactor shutdown system, a very sensitive seismic detection system
and a control rod driveline of high seismic capacity combine in a scram reliabOiQr that is
not significantly degraded und^ seismic conditions.

The estimated seismic risk offiiel damage fares well when compared with that of
commCTCial or other Class A DOE reactors, although a direct comparison is not truly
appropriate because of die different site seismicity. Comparing die EBR-U seismic risk
widi diat due to internal events [1], die seismic.risk is an order of magnitude higher dian
die intern^ events contribution and a factor of 5 higher dian die risk due to fires.

This comparatively high damage frequency is largely driven by the uncertainty in
the hazard curves. With the EBR-II hazard curves, itwould require aplant with an overaU
median fragiliQr of 13g to make the estimated damage frequency comparable with the
internal events. Examining die results in terms ofplant-level fragility radier dian annual
failure frequency, provides a better insight into die seismic capacity and response ofEBR-
n, showing a seismically rugged plant The overaU plant-level fragility (Fig. 3) shows a
median capacity approxiimtely ata PGA of0.55g, widi a HCXPF of about 0.3g, which is
around the current seismic design criteria for modem facilities.

Most of the fuel damage diat results from die seismic sequences isofdie extensive
core damage type (CD), which is die type of damage expected after die failure of die
primary taidc hangers. The contribution ofdie tank failure to die total fragility can be seen
by comparing figures 2and 3. This contrasts with the type ofpredominant damage in the
intemal events, which tended to be less extensive.
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Figure 3. Plant-Level Fragility
Curves for Fuel Damage

No structural or procedural improvements at EBR-II have been identified that could
signi£icandy reduce the seismic risk. Modest gains can be made by improving anchorage
and suppon systems.

The results of die EBR-II seismic PRA indicate that a LMR reactor based on the
EBR-n design can be built with a high seismic capacity and be structurally simple. Key
factors inachieving a design with a high degree ofprotection against fuel damage are the
reactivity feedback characteristics, the reliability of the shutdown system, and the passive
decay heat removal systems. Lack of dependence on human actions and power supplies
enhances the reliability of the safety systems.
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SEISMIC RISK MANAGEMENT
USING EARTHQUAKE INJURY EPIDEMIOLOGY

Paul J. Amico, Timothy A. Haley, and Stephen J. Krill, Jr.

Science Applications International Corporation
20201 Century Boulevard
Germantown, Maryland 20874

INTRODUCTION

The issue of public health and safety consequences following an earthquake
around a major nuclear facility has traditionally concentrated solely onthose potential
fatalities resulting from the radiological release. However, indeveloping a sound risk
management philosophy for handling theseismic component, it is essential toconsider
the public health and safety consequences directly from the earthquake itself. In this
paper, the attempt has been made to compare the direct public consequences due to
building damage from a major earthquake in the Denver areawith the consequences
of a seismically-induced radiological release from a nearby nuclear facility (Building
707 at Rocky Flats). This comparison makes use of a relatively new field of study,
earthquake injury epidemiology, which correlates earthquake intensity to building
damage field data from past earthquakes to formulate models of potential public
health and safety consequences.

GENERAL APPROACH

In developing the approach for this study, it was obligatory to remember that
the goal (from a risk management perspective) was to answer whether the number of
casualties from the seismic event itself greatly exceeded those from the radiological
release. Consequently, "accurate" casualty estimates were not required as long as the
boimding analysis sufficiently justified the goal. In support of this, the assumptions
were made to maximize (i.e., established an upper bound for) the estimate of

^ radiological casualties and to minimize (i.e., established a lower boimd for) the
seismically-induced casualties. This approach served to minimize the degree towhich
the estimate of seismic-induced casualties might exceed the radiological casualties.
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The maximization of radiological casualties was accomplished by the accident
analysis inthe Building 707 Facility Safety Analysis Report (FSAR).^ For example, in
typical FSAR fashion, building failure was assumed to occur when the calculated stress ^
levels exceeded conservatively established structural limits, in a configuration that
maximizes: (a) the amount of radiological material available for release, (b) the
availability of release paths, and (c) the fraction ofradiological material released in \
respirable form (based on experimental data). The FSAR assumption ofthe structural
stress levels for building failure also served to minimize in part the estimate of
seismically-induced casualties because it resulted in the use of a lower intensity
earthquake for estimating those casualties.

p-1

Theremaining aspects ofdeveloping this estimate were a combination ofother
such assumptions combined with best estimate values where appropriate, justifiable,
and necessary to support the conclusions. Further discussion of this part of the p
approach, which represents the risk management innovation proposed by this paper, ^
is the subject of the ensuing sections.

n

EARTHQUAKE STRENGTH RESULTING IN BUILDING COLLAPSE

The first step in the analysis was to define the earthquake strength at Rocky ^
Flats that results in substantial collapse of Buildmg 707 with a resultant radiological
release. According to the FSAR, Building 707 has a seismic capacity resulting in total
damage at 0.26g peak ground acceleration,* (where total damage was defined as
approximately 50% of the wall panels being dislodged). A review of the FSAR ^
concluded that the 0.26g estimate was too high for total damage to Building 707, so
a new seismic analysis was performed.^ TTiis updated analysis predicted that total f*>
damage would occur atgreater than 021g and less than 026g. For the purpose ofthh
study, a 0.24g peak ground acceleration was assumed as the earthquake resulting in
total damage of Building 707.* p

In order to assess the public consequences from this earthquake, the unit of
measure of the earthquake was converted from acceleration to approximate intensity, m
because the available health and safetystudies on earthquakes effects put the damage
assessment in this unit For this study, the Modified Mercalli Intensity (MMI) scale
was used. The conversion was accomplished using seismic characterization data
provided in NUREG/CR-5250, which assembled several correlations relating site
intensity and site acceleration.^ The results ofthe correlation ranged from a calculated
intensity of7.4^ essentially a borderline MMI Vn/Vm earthquake, to an intensity of
8.7, which moreclosely parallelled a MMI DC earthquake. The othercorrelations were
all approximately MMI Vin. From these results, itwas reasonable to assume that an
MMI vm earthquake at Rocky Flats could be used to represent the 0.24g earthquake
that could cause total damage of Building 707. '

• The analysis was also performed for 0.26g and 0.21g. The results were not particularly sensitive to these small
changes in acceleration, thus making the assumption of 0.24g versus using 0.26g or 0.21g for total building damage
insignificant to the conclusions.

** The correlation calculations result in a numerical value for intensity, u^ich is then converted to the traditional
Roman numeral designation by assuming that 6.5to 7.5 is MMI VII, 7.5 to 8.5 is MMI VlII, etcetera.
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EARTHQUAKE INTENSITY AT NEARBY POPULATION CENTERS

The second step in the analysis was to determine the intensity at Denver,
Boulder, and Golden in order to assess the impact of the earthquake on these nearby
population centers. Thiswas done by reviewing historical data on those earthquakes
affecting the area that were at least Richter magnitude 5 or MMI VI.

As shown in Table 1, eight earthquakes were identified with either a Richter
magnitude equal to or greater than 5 or an intensity equal to or greater than MMI VI
affecting Rocky Flats and the three population centers^ From this evidence, it was
concluded that the intensity of an earthquake affecting Rocky Flats would be
essentiallythe same at Denver, Boulder, and Golden, making it reasonable to assume
that the postulated MMI VQI earthquake that collapses Building 707 would result in
an equal intensity of MMI Vin at the three population centers. This was a
conservativeassumptionbecause caseswhere the accelerationat the population centers
was greater than Rocky Flats (4 cases at Denver, 2 cases at Boulder, and 4 cases at
Golden) were ignored, which would have increased the level of predicted damage at
these centers. By comparison, in only two cases (one at Boulder and one at Denver)
were the intensities less than Rocky Flats.

Table 1. Local Intensities Observed for Selected Earthquakes.

"Not Felt

Earthquake Rocky Flats

Observed Intensity At:

Denver Boulder Qolden

Nov. 8, 1882 VI VI VI V

Dec. 4,1962 V V V V

Dec. 5,1962 IV V rv V

Jan. 5,1966 NF^ V NT IV

Apr. 10,1967 V V VI VI

Apr. 27,1967 <V V <v <v

Aug. 9,1967 VI VI V VI

Nov. 27,1967 V VI VI VI

BUILDING DAMAGE AND CASUALTY ESTIMATION

Using the earthquake damage database at Cambridge University, Cobum
developed collapse probabilities for different buildingtypesin shallow-depth,near-field
earthquakes.^ The probabilities were for those buildings that were expected to be
severely damaged (i.e., total collapse) given certain intensity levels. The correlations
in this model also allowed Cobum to develop casualty rates for various building types
based upon the percent of building stock severely damaged, which are expressed in
terms of the percent of people present in those buildings who are killed. In a similar
study, Tiedemann developed estimates as a function of MMI for casualties from all
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089- 10 types of building damage, including partial collapse, non-structural failure, and falling I
objects.^ The results of these two studies formed the basis for the casualty estimates
for the MMIVIII earthquake at Rocky Rats. ^

Restrictions on space do not allow for the detailed presentation of the results
of each step in this a^ysis, so only the final casualty rates are presented. In
determining an overall casualty rate for the three population centers around Rocky
Flats, the foundation rested upon the distribution of the population amongst the
various building types. Table 2 presents a range of casualties for each one percent of
the population resident in each particular building type at the time of the earthquake. P
Using the 1988 U.S. Census Bureau estimate of 1,858,000 as the population of the
Denver-Boulder-Longmount County area, each one percent of the population would
be equivalent to 18,580 persons. The fraction of people who would be killed given
their presence in a particular building type was based on earthquake injury
epidemiology studies of variousearthquakes. Exceptwhere noted, the estimateswere
based on the consolidated study byTiedemann.®

Since the purpose of this study was not necessarily to calculate an estimate of
casualties but raliier to determine the relative contribution of the casualties induced H
directly by the earthquakeversus those caused by the seismically-induced radiological
release from Building 707, the approach taken was to consider some simple scenarios
of population distribution amongst the various building types. This established the H
order-of-magnitude range of potential casualties from the earthquake and allowed
possible insights to be developed.

n
Table 2. Deaths Per One Percent of Population By Building Type.

Building
Type

Deaths Per One Percent of Denver Area Population
Located In Each Building Type

at the Hme of MMI VII Earthquake

J •

Unreinforced Masonry
Adobe/Rubble
Brick

4,600 to 11,000
900 to 3,700 r

Wood Frame <200 (from Cobum)

Reinforced Concrete

0.025gDesign
0.06g Design

50 to 750

7 to 50

n
1 •;

Steel Frame 7 to 750 (est.) n
; L

ANALYSIS AND RESULTS'
I

As was shown above, a definite correlation existed between building damage
and occupant casualties. Wide-scale building destruction, especially with regard to
total collapse, generally results in an enormous number of casualties. The damage \
models, which were based on the consequences of recent major earthquakes, predict

*The analysis and results presented in this section and the resulting conclusionsdiscussed in the following section
are those of the authors, based on an integrated assessmeht and application of all the available information documented
in the references. They do not necessarilycoincidewith the individual opinions of the authors of those references.
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that a MMI VIII earthquake would destroy a significant number of unreinforced
masonry structures and would cause modest damage to other building types in the
affected region.

Keeping in mind that the purpose of this study was to compare potential
radiological versus seismic-induced casualties during an earthquake (as opposed to
getting as "accurate" assessment of either), a few sensitivity calculations were
performed to see what can be learned. As an initial estimate, every individual was
assumed to be located in a reinforced concrete (RC) building"* designed for seismic
loads of 0.06g, a clearly optimistic assumption given that the population of such

^ buildings in the affected area was likely to be only a subset of the overall population
of buildings and certainly many people could be expected to reside in other building
types. In addition, the casualties were assumed to be at the lower end of the predicted
range of the Tiedemann model (Table 2). This was a bounding assumption because
the 0.06gbuildings represent the lowest casualty rate from the earthquake. This case
would maximize the relative contribution of the radiological release from Building 707
to total casualties. Even with these assumptions, over 700 fatalities were projected to
occur in the Denver area, (7 deaths per each one percent of the population). If a
more central estimate of the death rate for 0.06g RC buildings was taken, the result
would be on the order of 2,500 deaths (25 deaths per one percent of population).
Next, the effect of some percentage of the population being located in building types
that are more susceptible to casualties was considered. For every one percent of the
population located in 0.025g RC buildings instead of 0.06g RC buildings, there would
be an increase in casualties on the order of 400. Likewise, for every one percent of
the population located in brick or adobe structures instead of 0.06g RC, there would
be an increase in casualties of over 2000 (for brick) and over 7,000 (for adobe). Thus,
the results indicated that the casualties would almost certainly be in the hundreds and
could easily range into the thousands.

How did this compare with casualtiesfrom the seismically-induced radiological
release from Building 707? Aspreviously stated, the FSAR Review Team^ performed
a bounding assessment for a nxmiberof severe seismically-induced radiological releases.
Based on the risk numbers and release frequencies given, the greatest number of off-
site casualties (given the maximum release has occurred) was about 4 latent cancer
fatalities. As compared to the casualties discussed above, this was two orders of
magnitude lower than the conservative lower bound estimate of direct seismically-
induced casualties.

CONCLUSIONS

The difference in the casualties from the radiological release versus those from
the earthquake itself was quite dramatic. Even given the uncertainties involved and
the fact that no detailed assessment of the actual building stock or the distribution of
the populace within that stock was performed, it was clear that the greater Denver
area could expect hundreds of fatalities, and more likely thousands, from building
damage following a MMI VIII earthquake at Rocky Flats. This compared with less
than ten fatalities from radiological release from the concurrent collapse of Building

Ceitaiiily some individualswould be out of doors, but they are not immunefrom death (e.g., fallingobjects). In
fact, Cobum concludes^that consideration of other causes of death followingearthquake (e.g., fires, landslides, etc.) in
additionto buildingcollapseadds another one-thirdto the casualtyestimate(basedon earthquakesover the period 1950-
1989).
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707. It was considered extremely unlikely that the casualty estimates could be off by
the orders of magnitude required to make the earthquake and radiological casualties
comparable. Thus, the conclusion is clear: the likely global effect of the seismic event p
directly on the affected population is large when compared to the rather narrow effect
of an associated radiological release firom Building 707 induced by the earthquake.
From a risk management perspective, neither shutting down nor performing further —
seismicupgrades on that buildingwould have any measurable of meaningful effect on
the risk to the public from large seismic events. This would be true until substantial
improvement was made to the capacity ofthe existing building stock, which constitutes p
the primary seismic risk to the public.

While this study addressed the specific issue of radiological risk versus ^
earthquake risk in a specific situation, the type of study performed here could show
similar results for a broad range of hazardous facilities. While the conclusion in this
case was obvious, in certain instances the results may not be as clear, making it P
necessary to refine the assessment to address omissions in this study (e.g., building
population, distribution demographics, lifeline survivability, etc.), which require a
greater expenditure of effort® However, what this study confirmed was that such an
analysis has a marked value if, as was shown here, seismic risk reduction efforts are
being misdirected toward areas of negligible effectiveness.

r
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REGULATORY DECISION MAKING BY DECISION ANALYSIS

Jan Holmberg,^ Urho Pulkkinen/ Lasse Reiman,^ Reino Virolainen^

^Technical Research Centre of Hnland (VTT)
Laboratory of Electrical and Automation Engineering
P.O.B0X 34, FIN-02151 Espoo, Finland

^Finnish Centre for Radiation and Nuclear Safety
P.O.B0X 268, FIN-00101 Helsinki, Finland

m INTRODUCTION

A regulatory decision making includes selections of methods to control power
company's operating policy. An important decision making criteria for the regulatory
decision maker is how well the selected control policy enhances safety culture. Decision
analysis aims to model the subjective assessments of the decision maker and, thus, to help
the decision maker to understand the considered problem.

Technical Research Centre of Finland (VTT) has studied with the Finnish Centre for
Radiation and Nuclear Safety (STUK) the applicability of decision analysis to nuclear safety
related problems at the regulatory body. Decision models and analysis have been presented
to inspectors of STUK who deal with operational safety of nuclear power plants. The role
of probabilistic safety assessment (PSA) in decision making was also discussed (Holmberg
and PuUddnen 1993).

Normally, the formulation of the contents of the regulatory requirements has several
steps where three type of persons are involved: 1) decision maker, 2) referendary, who
presents the subject to the decision maker, and 3) technical expert(s), who prepare(s) the
subject to the referendary. In practice, the decision making process includes internal discus
sions and meetings as well as possibly some communication with the power company
before the final decision is made.

In this study, inspectors from STUK exercised with two occurred and solved problems
using decision analysis. The use of previously solved problems may bias the results of the
decision analysis, but the inspectors also got feedback to the earlier decision making
processes. The first case was related to a common cause failure phenomenon in solenoid
valves controlling pneumatic valves important to safety of the plant The latter problem was
to evaluate design changes of external electric grid connections after a foe incident had
revealed weaknesses in the separation of electric system. In both cases, the decision analysis
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was carried out in several sessions in which decision makers, technical experts as well as
expertsof decision analysis participated. This paper presents the first caseanddiscusses the
applicability of the decision analysis on regulatory decision making.

DECISION ANALYSIS

Decision analysis is a set of methods ofsystems analysis and operations research which
are applied insupporting extensive decisions. The problem isdecomposed into components, ^
each of which is subjected to evaluation by the decision maker. The individual components
are then recomposed to give overall insights and reconunendationson the original problem
(see e.g. Bunn 1984, French 1986). ^

The decision analysis is a co-operation between the decision maker, the decision ana
lyst and the experts. The decision maker is a single person or a group of persons who have
to solve a decision problem. The role of decision analyst is to familiarize the decision ^
maker and the experts with the decision analytic method applied and to make sure that all
necessary information is available. The experts give information about specific problems on
the analysis. The main phases of the decision analytic process are: 1) the structuring of the ^
problem, 2) the construction of the preference model, 3) sensitivity analyses.

During the structuring of the problem, the problem is characterized, and decision
options aswell asobjectives are identified. The background material iscollected and some ^
additional analyses may have to be performed. Uncertain factors as well as dependences
between the elements of the problem are identified. The structuring is the most valuable part
of the analysis. In a multi-objective approach, the structuring should result in a decision ^
table which has objectives or criteria as columns and decision options as rows. The elements
of the decision table describe how the options fulfil various critoia.

The preference model is used to prioritize the decision options. The elements of a
preference model are decision options and attributes JC/,...,x„ measuring the achieve- ,
ment of the objectives. A decision option a,- results certain level of achievement of
objectives which is a point of the multi-attributeconsequence space (x;(fli),...,x„(a,)). Conse
quences can be certain or unc^tain. Apreference model maps die points of the consequence ^
space to numerical scores to be used in the comparison of the options. In a value function
model, consequences are cotain. Influence of the uncertainties on preferences can be
modelled by utility functions (von Neumann and Morgenstem 1947). P

A value fimction is a real-valued function .expressing the preference over attributes
(Hshbum 1964). Real-valued function v(x) satisfying the condition

i;(r)>vO') -x^y, dj
v(*:)=v(y) "X-y,

where x and y are compared elements of the consequence space, can be used to order the
attribute values in a preference order. denotes strict preference and denotes
indifference between the elements. Multi-attribute value functions are used to represent
multi-objective decision making problems. Sometimes, it is easier to deal explicitly with
multiple objectives because of the difficulties to convert them to pure monetary values. The
computationally easiest form of the multi-attribute value function is the additive function

where kiS are the weights of the single-attribute functions. A sufficient condition for an
additive decomposition of the multi-attribute value function is mutual preferential
independence of the attributes. Assuming that the conditions for an additive multi-attribute
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function hold, the weights are assessed by making trade-offs between attributes. After that,
the best option is found by maximizing the value function

In the sensitivity studies, the decision problem is examined by the decision model. The
purpose is to find the sensitivity of the results with respect to input parameters.

EXERCISE CASE

^ Problem description

The exercise problem is related to detected delayed actuation of solenoid valves of the
hydraulic reactor scram system at both units of the TVO (Teollisuuden Voima Oy) nuclear
power plant in 1992. The cause for the deteriorated performance of the solenoid valves was
unknown so that the phenomenon could be considered a common cause failure destructive

^ detrimental for the safety of the plant The starting point for the case was that the power
company informed the regulatory body about the situation and proposed a strategy to solve
or control the problem. The problem of the regulatory body was to judge whether to allow

m continued operation or to require more detailed investigations. In reality, the regulatory body
required an inspection of failed valves of TVO n unit during the next weekend.

m The course of decision analysis

The decision analysis was carried out in several sessions in which decision makers,
technical experts as well as experts of decision analysis participated. The purpose was to
create one decision model reflecting opinion of all participants. The mutual acceptance and
understandingin each phase of decision analysis were obtained in discussions without using

^ any formal methods to guide thediscussion. In thefirstsession, decision analysis techniques
werepresented and the subject of the first case was defined. Before the second session, the
representatives of the regulatory body were asked to identify decision options and criteria
relevant to the case. During the following session, the options and criteria were defined
more specifically, and a decision table (see Table 1) describing how the options meet the
criteria was filled. Based on the decision table, a multi-attribute value function was
constructed in the third session. The objectives achievements were measured by attributes
and the weighing of the critraia was performed by asking trade-offs. The model was then
manipulated by a spreadsheet application designed for additive multi-attribute value
functions. In the fourth session the results of the analysis were presented and discussed. The
second exercise was carried out in a similar fashion.

Decision options. Four decision options were identified shown in Table 1. The first
option means that the power operation is continued and the test interval of the valves is
shortened. In the meantime, the power company and the vendors of the plant as well as of
the valves try to find out the cause of the phenomenon by other means but not by inspecting
the deteriorated valves. In the second option, some of the deteriorated valves are inspected
to identify the causes of the faults. It means that one of the units has to be shut down to
ensure safe replacements of the valves. Power operation can be then continued, but the
valves must be investigated inunediately. The third option is the same as the second one
except that investigations does not have to be done immediately. A time limit of one month
is assumed. Due to time, the company can better schedule the shut down and investigations.
In the fourth option, shut down of both units, the situation is considered so severe that
power operation cannot be allowed till the investigations provide results. The contents of
the investigations are assumed to be same as in the second and third options.
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Table 1. Decision table of the case 1.

Decision options

1. 2. 3. 4.

No extra investiga Immediate investiga Investigations within Shut down of
Criteria tions tions one month both units

Risk of +1 %, half a year. +1 %, one week, two +1 %, one month. +0%
external re two units units two units
lease

Coie damage +1 %, half a year. +1 %, one week, two +1 %, one month. +0%
risk two units units two units

Shut down 0 shut down 1 shut down immedi 1 shut down within a 2 shut downs
risk ately prescribed time, not immediately

necessarily an extra
shut down

Identification depends on the ef depends on die effec same as option 2 but depends on the
of failure fectiveness of tests tiveness of investiga more time to plan effectiveness of
mechanism tions and tests the investigations investigations

Safety cul implies that sole shows awareness of same as option 2, in pactice a
ture noid valves are not the importance of acknowledges the nearly impos

important to safety. solenoid valves and importance of careful sible option, in-
closest to the inter hydraulic scram sys preparations consequentiy
nal probab. guide tem stringent

Economical no losses 1 day production 1 day production, not 2x7 days pro
losses neces^irily extra duction losses

losses

Decision criteria. Six decision criteriacorresponding rowsin Table 1 were identified.
The conditional probability of an external release in a core damage as well as the core
damage frequency increase temporarily, and each decision option results indifferent periods
of increased risk. The decision options cause various number of extra shut downs which
increase temporarily theriskof core damage and a shutdown is a thermal transient loading
thecomponents in the primary circuit The options differalso ui theirability to discover the
cause of the failure mechanism. Safety culture includes that thedecisions of the regulatory
body should be consistent and support thedevelopment of safety culture in utility, too. The
consistency can be assessed by comparing this problem to the tt-eatment of other problems
and to regulatory guides. ASTUK guideline us^ for internal purposes states amaximal al
lowed core damage probability increase till the next scheduled plantshutdown. In this case,
the risk increase was assessed to be so small that the power operation could be allowed till
the next refuelling outage. During a shut down of one or two units, the electricity has to be
produced by otherpowerplants in Finland or it can be imported. Although theeconomical
consequences do not directiy concern the regulatory body, this criterion can be included in
the model.

The decision model was a multi-attribute value function. The risk of external release
was measured by days in operation with increased risk. Correspondingly, one day in tiie
coredamage risk attribute means oneday of operation of a unitwhich has 1 % higher core
damage frequency. The shut down criterion was measured by the number of anticipated
extra shut downs. The ability to identify the failure mechanism was measured by a
subjective scale. The interpretation of the scale can be derived from the trade-offs. The
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DISCUSSION

A conununication process, alike decision analysis, helps to clarify and to verify the
fundamentals of the authority work even if it is not applied as a regular approach. It
improves the consistency in the decision making. An analysis is particularly neieded when
the problem is not clear and the best solution is not obvious. Tlie problem of applying
decision analysis in regulatory decision making is that the decision options usually include
future options which are more effective than minimal solutions to the original problem.
Additional reports or proposals can be required from the power company to solve the
problem. Th^efore the emphasis in the analysis turned out to be in the specification of
objectives, after which it was meaningful to discuss decision options. The discussions during
the structuring of the problem and the processing of the weights for multi-attribute function
were, perhaps, the most educating part of the exercise. In that purpose,decision analysis can
be an advancement to the normal practice, because it increases co-operation and information
exchange.

To establish decision analysis as a standard approach in regulatory decision making,
the authorities should enhance the discussion on the objectives of the regulatory decision
making. During the course of such discussion, the legal or institutional position of the
authority should be taken into account A result of this kind of discussion could be a
consistent hierarchy of objectives, which could be used as a basis for the identification of
the decision attributes in every application of decision analysis.

The case studies were solved during several sessions, which were quite time- H
consuming. Much of time was used in identification of the attributes, le., in structuring of
the problem. In practical work, the decision analysis should be made in shorter time. We
expect that education of the inspectors and more experience on additional exercises or real P<
cases will make the approach more effective.

The PSA results and analyses were essential parts of the decision models in the
exercise cases. This is natural since one of the main objectives of regulatory decision H
making is to reduce risk. The combination of decision analytical thinking with the PSA is
one way to well established and balanced risk based operational criteria or technical
specifications. The PSA of level 1 is not, however, sufficient but the results from source n
terms and radioactive releases are needed. The uncertainties of PSA results can be, in '
principle, taking into account in the decision models.

Although the case studies revealed the potential of decision analysis in regulatory ^
decisions, we may expect that this approach is even more suitablefor the power companies.
In their decisions the economical and risk aspects interact more clearly than in those of
regulator. Furthermore, if both the authority and the power companyapply decision analysis, n
then both sides understand more explicitiy the objectives of each other, and, without doubt,
the quality of decisions and discussions would be better.
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TO QA REQUIREMENTS
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Palo Alto, California 94301

^ ^Science Applications latemational Coiporaiion
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INTRODUCTION

U.S. nuclear plant operating and maintenance cost have averaged $85.1/ECWe-yr
(1992 constant dollars). According to anElectric Power Research Ihstimte (EPRI) study
performed byUnited Engineers and Constructors^ roughly 57% of thiscost is incuned in
areas whose es^ptasc could be substantially reduced 1^ q>plying Risk-Based Prioritzation
technology. Varying cost reduction potentials spply: tiie largest are for areas like
regulatory assurance and QA/QC where as much as 50% of tiie current costs could be
eliminated, smallerpercentage cost reductions (up to 25%) are achievablein such areas as
training, technical support staff, andmaintenance administration. EPRIis addressing ways
of applying PRA methods to the following areas to make these O&M cost savings a
reality: technical specifications inqnovements, cm-line/off-line maintenance. Appendix R
requirements, QA/QC requirements, EQ requirements, component aging, and
safety/commercial gradeequipment Several EPRIpilotprojects are nowcomplete which
demonstrate the cost savings possible.^ ^th full Nuclear Regulatory Commission
(NRQ accq)tance of industry's risk-basedpricsitization techniques, O&M cost reductions
of between $12-18/KWe-yr are feasible. Tliis corre^nds to savings of $12-18 NfiUion
per year for a 1000 MWe unit Substantial savings are possible even without full NRC
acceptance throug^i changes implemented under 10CFR50.54 and 50.59.
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UTILITY NEEDS

Qpoating nuclear power generation fadlities face increased pressure fixmi
customers and regulatory agencies to improve cost effectiveness of operations. Some
costs arenotallowed forinclusion inthe current ratebase and represent anoperating loss
to the utility. State regulators ofic^ use operating and maintenance cost for
competing technologies, such as exisdng fossil and cogeneration facilities. Occasionally
utilities are offered Incoitive' rates fay Public Utility Commissions ^ch are tied directiy
to plant perfonnance. In contrast to these pressures are the requirements of nuclear
indusoy organizations and die NRC to improve tiie 'quality' of operations. Both tiie
nuclear industry organizations and NRC sometimes use ccmflicting parameters tojudge the
effectiveness ofoperations, and often issue guiddines and/or regulations that siprificanfly
impact operational costs. Some nuclear facilities, such as ENTERGY's Grand Gulf
station, areconvinced thatthemajority of excess cost is dueto migappiication of and over
commitment to regulation ratiier than tiie regulation itself. Until recentiy no tools existed
to dearly distinguish between those Polityprograms and processes necessary to preserve
safety and those which added littie value due toover commitment orpoor regulation.

AsIndividual Plant Examinations^ (IPEs) areconq>leted andsubmitted to NRC for
review, numerous additional opportunities exist for the application of PRA methodology
and plant specific results to address risk impact for regulations. Tiie Atomic Energy Act
and 10CFR50 have always recognized tiiat tiie NRC regulatory process and licensee
response to NRC regulations should be proportional to risk of any system, structure or
component (SSQ in theplant It has only been recentiy with the completion of the IPE
process that the tools existed toquantify individual SSC risk. Therein lies a new ^rproach
that allows utilities to meet strict compliance to NRC regulations in a way that
incorporates risk proportionality, that is, a graded response is posable th^t accounts for
contribution to risk and enable a plant to meet the regulations in a much more cost
effective way.

RANKING OPPORTUNITIES FOR 10CFR50, APPENDIX B

To identify tiie major cost drivers related to non-safety significant Appendbc B
requirements, a broadscopeeffort was startedat ENTERGTs GrandGulfnuclear station
inthe first quarter of1993. The object was to apply PRA techniques that could be sqjplied,
incombination with deterministic techniques and operational instghtg^ to selected areas to
reduce costs while maintaining or reducing the level of risk. Hie overall ^proach to the
QA burden reduction effort consisted of diefollowing elements:

• Develop a screening technique to rank opportunities for risk-based QA program
improvement,

• Develop ways tograde according tosafety significance the QA program controls
impliedto structures systemsandcomponents (SSCs),

• Develop means toassess die intact ofQA practices onsafety and reliability,
• Perform a casestudy at Grand Gulfto pilotthese techniques, and
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• Woiic withNuclear Management andResources Council (NUMARQ to ensure both
dieproper coordination widiin thenuclear industiy andproper interface with the
NuclearRegulatoiy Onnmission (NRQ.

Becdise ofthe different s^proaches used to implement 10CFR50, Appendix Bthroughout
the industiy and the &ct that QA impacts almost eveiy aspea of plant operation, a
screening iqiproach was developed to identify the most attractive opportunities for risk-
based QAprogram in^vemrats. Thegoalfor diescreening tqiproach were:

• It shouldbe quick and inexpensive,
• It should identify costreduction opportunities with thegreatest savings potential, and
• It should jnovide the information needed forreliable decisions (i.e., highly ranked

items should have a high likelihood of success in both theregulatory and finanri^i
context).

NUMARC, through its Regulatory Tlireshold Working Group, has provided useful
guidance to theproject throughout its incq)tion and performance stages. Hie results of
the Grand Gulfwork iscurrentiy being made generic toother nuclear plants.

APPUCATION TO GRAND GULF NUCLEAR STATION

A case study^ was performed at Grand Gulf Nuclear Station to demonstrate the
^iproach. Hieengineering design and plant modification process was chosen for analysis
to identify potential opportunities to reduce costs associated witii 10CFR50, Appendix B
implementation widiout in^actingplant safety margins. Theresults of theGrand Gulf

Table 1(a). Utility changes tothe QA process not requiring NRC approval.

List of Risk Profile
Opportunities Safety Economic Regulatory

Reducenumberandscopeof designchanges 2 3 2
Reduce design verification effort 3 3 2
Graded correctiveaction process 3 3 3
Reduce number and types of QA records 3 2 2
Restructure document control process 3 3 2
Personnel certificationfor rq)etitive tasks 3 3 1
M&TE calibration based on performance data 2 2 2
Siiiq)lify special^ reviewchecklists 3 3 3
Streamlinereviewofdesignpackages 3 3 3
Reduceprocurementto obsoletespecifications 3 3 3
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case study are summarized on Table 1, summarizes the evaluation of the major
opportunities related to the in^lementation sqipioach, potential risk impacts and projected
cost savings. Oppatunities are listed in two inq)lemaitation categories; Le., those
canbeinq)lcmentedlty Grand Gulfwithout NRC approval e.e.,thiou^ 10CFR50.54 and
50.59) and those that probably require an NRC submittal and NRC acceptance prior to
in^lemoitation. Widiin these two categories, the items are in rank order with those
having thegreatest estimated costsavings potential (forGrand Gulf) listed first

Table 1 also summarizes the levd of confidence that a proposed change can be
implemented in a fasiaaa that iseither safety neutral ora net inqnovement in safety. Tlie
hig^ the value in the risk profile colunm, the greater confidence that it will not degrade
overall safety.

Table1(b). Utility changes tothe QA process requiring NRC approval'".

List of Risk Profile
Opportunities Safety Economic Regulatory

Graded procurementof safetyequipment 2 2 2
Increased sharingofprocurementresources 3 3 3
Commercial gradededicaticm process 2 2 1
Lessprescriptive audit scope/frequency 3 3 3
GradedQAinspection 2 2 2

inspection!^ crafts 2 2 2
Reducevendor audits and surveys 2 2 2
Reduce materialtcaceability 1 0 1

RiskPtofileK^: 3=Very Certain 2=Moderately Certain 1=Not Very Certain
0 s Probably SomeRiskInq)act

*Noce that a portion of the potential savings may be possible in many tit these without NRC
approval

CONCLUSION

Hieresults ofthe Grand Gulfcase stody verified that large O&M costs savings are
possible without degrading safety. Asingle example from the list is the design verification
costsassociated with QA. Grand Gulf, like many utilities, does not "grade" the extent of
design verification based upon complexity or risk sensitivity. This increases the cost of
design and reduces engineering schedule responsiveness. A graded approach would
legitimize and standardize verification in^lenientation because it would define decision
factors, provide ranked approaches as well as support s^Iication of statistical process
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control performance indicators/management actions to maintain a moie consistent design
product quality.

The changes possible in the design process would include provisions to screen
design changes for impact on risk-sensitive SCCs to q)ply (or eliminate) verification
activities and to grade the verification activity performed for a given design change. In
addition, theprocess change would introduce focused performance indicators to judge the
adequacy of graded verification decisions and would provide the opportunity to
continually improve design product quality. To judge tiie success of tiie changes, tiie
following performance indicators should be tracked: design engineering schedule
performance conq>ar6d to target, design relatedfieldchangenoticesthatreflect a failureto
provide sufficient quality, and manpower esqioided on a design change compared to
target Although quantification of the actual savings await the actual inplementation of
the changes to the design process, preliminaiy estimates are not inconsistent with the
results of the UE&C study mentioned above.

Some of the inqnovement opportunities are plant specific. This was not
unexpected, given otiier EPRI studies tiiat suggest tiiat the cost structure of licensing

^ related O&M costs varies widely fiom utility to utility, even plant to plant Other
opportunities are more general Appendix B issues in that they may apply to many other
plantprocesses andmayhavetooad applicability across thenuclear utility industry.
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ABSTRACT

^ This pq)er provides an overview ofthe theoretical concept for a proposed "risk
index" meAod This method provides a framework for differentrisk considerations and
decision making under uncertainty. In the definition of the method uncertainties are

^ treated explicitly andsystematically. Riskresults aredisplayed on an indexscale.

m

INTRODUCTION

Risk is not an empirical reality and therefore risk communication and risk based
decision making are subject to major difficulties. Risk is an itself not a measurable
quantity but it has quantifiable componentslike likelihood,consequenceseverity and
uncertainties. There are other aspects of risk which will influence the risk consideration
such as the utility of taking the risk. It is important to have a general approach
supporting risk communication and risk bas^ decision making. For this purpose and in

^ Older to consider risk with all its associated aspects a "risk index" method is proposed
that fulfills a set of general requirements.

GENERAL REQUIREMENTS FOR RISK INDEX METHOD

The following set of general requirements for a risk index method is established:

* the risk index method shall be simple, robust and easy to apply

* the risk index shall be based on a scientifically sound concept

* a systematic treatment of different types of uncertainties must be possible

* a descrimination between objective and subjective data must be possible

* the steps of the risk index method must be fully transparent to the professional user
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» the risk index method shall provide a standard language for various groups ofunsers
and assuch a decision support tool atthe various levels ofdecision making

♦ the risk index method shall support meaningful risk con^arisons only by stadng its
framewoik, limitations and usefulness.

DEFINrnON OF -RISK INDEX" METHOD

Theriskindex method is based ona probabilistic evaluation of scenarios. A
scenario isdefined as a sequence and combination ofundesired events resulting ina
consequence. Risk Rposed by one or more scenarios isdefined as afimction rofthree
riskparameters S,P andU

R = r[S(Q.P(Q.U(SJ01

Sdenotes theconsequence severity of the consequence C.P denotes the
likelihood of occurrence. U denotes the associated uncertainties.

Uncertainty rises from several sources and caneitho* refer toquantitative or to
qualitative aspects ofthe risk. For example alikelihood can be uncertain due to efiTects
of randomness while a consequence severity canbeuncertain dueto imprecision in the
consequence. Uncertainty isrepresented using uncertainty bounds ordistribution
functions. In the risk de^tion uncertainty isan explicit risk parameter in order to
account for "noinformation is important information". The higher theuncertainty in the
unfavorable regionthehigherwillbe therisk.

The central ideaof the risk indexmethod is to assignthe risk R an index L This
indexsummarizes all information including uncertainty aboutthe risk.The conversion
of R into I is performed in two steps.

Inthe first step both the consequence severity and likelihood are mapped into the
"risk index" grid. This grid has basically two dimensions namely I(S) and I(P). I(S) is
the severity index and I(P) is the likelihood index. Inoder to represent a risk R in the
grid the severity S has tobe assigned a severity index I(S) and the likelihood Phas tobe
assigned a likelihood index I(P). The uncertainties associated with Sand P are
represented using uncertainty bounds orina third dimension using distribution
functions. Figure 1 provides an example.

0.0
0.0

Fig. 1 Risk IndexGrid

I(S) 10
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Tlie transformation of S into I(S) has to be defined on a case by case basis due to
the different qualitative and quantitative scales for the consequence severity.

The transfprmation of the likelihood P into I(P) can be of the general form

I(P) = 10 + log[P(Q]
P(C)<Z <•> I(P) = 0.0

where Z is a cut off value.

When it is desirable to deal with pointvalues rather than with distributions the
concept of"potentiality" can be used, ^tentiality ismathematical definition as follows:

Q(E) =Q*»e:q){0^»[ln(Q*/Q")/1.645]2)

where

Q(E) potentiality of event E
Q' 50 % quantile ofdistribution ofevent E
Q" 95 % quantile of distribution ofevent E

The potentiality is more sensitive than the median to the location ofmass in the
upper part of the distribution, but not as sensitive as the mean to extreme tails. For a log
n<nmal distribution the potentiality equals the mean.

In the second step the risk R represented in the index grid is converted into the
risk index I(R). Each location in the risk index grid is assigned a qualitative or
quantitative expression on the risk index scale defined in figure 2. The numeric part of
the scale ranges from 0.0 to 100 and the qualitative pan of the scale ranges between
"maximum risk" and "no risk".

I(R) 100 maximum risk
high risk
medium risk

low risk

0.0 no risk

Rg. 2 Risk Index Scale

A possible formula for combining I(S) and I(P) into I(R) is

I(R) = I(S)*I(P)

which corresponds to weighting the consequence severity with the associated
likelihood.

In general the cumulation of risks is carried out before any conversion into
indices. However uncertainty in the consequence severity of a risk may require the
cumulation of associated weighted risk indices in order to obtain the risk index as a
mean value. The weightings are implied by the uncertainty distribution of the
consequence severity.



091-4 -4-

PROCEDURAL STEPS OF RISK INDEX METHOD

The followingsteps duringpracticalplication of the risk index noediod can be
defined:

Step 1: Definition of RiskConsidoation
Step 2: Identificadon of Scenarios
Stq>3: Identificati<»i ofConsequence Severities
Stq)4: Identification of Ukelilraods
Stq) 5: Determination ofRiskIndex
Step 6: Useof Risk Indices in RiskConsiderations

A sinq>le exan^>le is provided below to illustrate die steps. Consider the risk
assessment for "release of toxic gas from chemical plant". Three major scenarios are
identified and investigated in detail in (Hder to introduce risk reducing plant
inqnovements. The consequences of the scenarios belong to dififerent consequence
severity categories,which are definedas follows:

I

n

m

IV

Catastrophic
Serious

Major
Negligible

loss of life on or off site
detrimental health effects

severe material damage
minor damage

The considered scenarios are:

IScenario IConsequent ISeverity

A Total releasedue to tank explosion Deathof large numberof people I

B Partial release due to pipe rupture lUness of severalpeople n

C Minor release due to leakage Contamination of plant IV_

In the next step the annual frequency of occurrenceof the scenarios is determined and
the transformation into 1(F) is performed.

Scenario Potentiality 1(F)

A 2.7E-5 5.43

B l.lE-6 4.04

C l.OE-4 6

A quantitative scale for the consequence severity classes is established:

I

n

m

rv

[7.5,10]
[5.7.5]
[2.5.5]
[0,2.5]
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In thenext step therisks arcdisplayed in the risk index grid in figure 3.

1(F)
10

R(A)

. R(8)
1

IV III

Figure 3. Example

II
I(S)

Hie risk indices associated with the three scenarios is calculated by using the
product and the mean operation.Theresultsare

I[R(A)] =47
I[R(B)] =25
I[R(Q1 = 8

Hiey can be displayedon the index scaleof figure 2. The tank explosion scenario
is found to be the main risk contributor.

CONCLUSION

Theconcept of risk indexis based on mapping measurable riskparameters into
non physically measurable scales. In theriskindex method emphasis is given to the
coexistence, combination and correlation of qualitative and quantitative concepts.

The risk index method has the potential to reduce the chanceof direct
misinterpretation and misuseof probabilistic risk results andto improve the
communication of risk results to managementand - if appliedcarefiiUy - to the public.

REFERENCES

C. Preyssl, et al. "SafetyRiskAssessment for ESA Space Programs" ESA Symposium
'SpaceProduct Assurance for Europe in the 1990', ESASP-316, Noordwijk - TTie*
Netherlands, 1991

G.Preyssl Tuzzy RiskAnalysis forSpace Flight Systems" Int Workshop on Fuzzy
SystemApplications, Kyushu Institute ofTechnology, lizuka - Japan, 1988

091-5



THE QUALITY ISSUES OF TECHNOLOGIC
RISK ASSESSMENT

Bengt O.Y. Lydell
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INTRODUCTION

The technologic risk assessment discipline provides the analysis techniques and tools
for objective quali^ assurance (QA) of the safety and reliability programs in place at
industrial installations. In addition to its ^control ftmction', risk assessment also provides
engineering insights directly applicable to the design, operations and maintenance activities;
i.e., this is the ^decision support fimction' of risk assessment. The risk assessment
practitioner is using the qualitative and quantitative results of the 'control fiinction* and
'decision support fimction* to communicate the potential hazards and operability problems
throughout the life cycle of an installation.

One of the challenges of risk assessment is the need to maintain risk models in a
cost-effective way, and to apply the models on a day-to-day basis. These needs can be
fulfilled if the risk model is sufficiently detailed to allow for updates whenever there is a
modification to plant design, operations (including procedures), and maintenance. An
overriding issue in meeting the challenges is the concept of quality indicators of risk
assessment. Unlessa risk assessment meetscertainquality requirements its abilityto fulfill
the control and decision support fimctions is in doubt. This paper defmes the quality
indicators of risk assessment, and how they are implemented and measured.

QUALITY INDICATORS OF RISK ASSESSMENT

The quality of technologic risk assessment has been expressed asits Timess for use'
as described by Suokas (1988). That is to what extent the risk assessment, including its
boundaries, assumptions, data, models and results satisfy the explicitly formulated goals
and requirements relating to the intended use of an assessment. The quality also implies
that the best available techniques, analysis practices and documentation practices are
adopted, provided they do not entail excessive costs.
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Another expression of the quality is given by a three-tier descriptor defined by
compliance - completeness - usefulness. The "compliance-factor" is concerned with
whether an assessment meets industry standards and practices. It is also concerned with
the ability of a risk assessmem to demonstrate an industrial installation's compliance with
the requirements of risk-based regulations. The "completeness-factor" is described in
terms of number of incident scenarios that are addressed relative to the "tnie" number.
Finally, the "usefulness-factor" addresses to what extent a risk assessment can be applied
to solve (or address) practical risk managemem issues.

There is judgment involved in determining quality. While some aspects of it can
be measured (e.g., the conq)leteness factor), othiers will have to be determined by
inference. Ultimately the determination of overall quality is given by the practical uses of
an assessment, and the ease by which a risk model can be understood and applied to solve
practical problems.

The one quality indicator that has received the most attention in the past is the
completenessfactor as demonstrated by Taylor (1991,1992). One of the criticisms often
directed at technologic risk assessmem projects is that of incompleteness. Since a risk
assessment never can be proven to be "complete" it will never be able to address the "true"
risk. The underlying thought behind this criticism has a (theoretical) merit; i.e., risk
assessments are invariably incomplete, and, even if believed to be complete, never can be
proven to be so. However, it is not sufficient simply to accept a vague declaration of
incompleteness. It is important to know (and understand) in what ways the particular risk
assessment is incomplete, and to what extent an assessment can be trusted. The issue of
completeness is particularly important if a risk assessment is to be used as a decision
support fimction. Here an oversight would not only be an embarrassment for the
analyst(s). It could, by concealing the need for safety measures, contribute to a future
process-related incident. A worst case situation would be when upon completion of a
detailed risk assessment a serious incident does occur that was not ad^ssed (explicitly or
implicitly) by the smdy.

The 'completeness factor* can be measured, say, by comparing the number of
identified hazards with the number of known hazards as recorded by the incident data
bases. Practically the 'completeness factor* is often addressed through the living risk
assessment; i.e., the risk models are maintained regularly and modified as warranted by
design changes or new operating experience. It is the availability of state-of-the-art, user-
fnendly computer aided risk models that have proved to be particularly effective in
addressing the completeness of risk assessment.

Another approach to addressing the 'completeness factor' is drawn from insights
from repetitive and consistent applications and to make adjustments and modifications as
new insights are generated from the analytical process, and by comparing the risk
assessment results. This approach has proven effective for the nuclear industry
applications of risk assessment as demonstrated by Garrick (1984) and others.

The other two quality indicators are a lot more challenging to address within an
ongoing risk assessment project. Clearly, it is not enough to have access to well qualified
analysts and computer tools to ensure a high degree of 'compliance* and 'useiiilness*.
There are numerousexamplesof elaborate risk assessments, performed with a high degree
of attention to details, that don't score very well when viewed from the compliance and
usefulness perspectives.



A quality indicator for the compliancefactor is givenby a characterization of how
well it has adopted the available industry standards, guidelines and practices for risk
assessment in viewof theuniquedesign, engineering, operations and maintenance features
of an industrial installation. Although considerable efforts luve been directed to the

n development (especially) of guidelines for the practitioners, it must be recognized that
some of these guidelines are sp^ific only to one kind of industry applications. As an
example, it would not be veryeffective to assume, without substantial modifications, that
a nuclear industry-based guideline for how to analyze control room operator responses to
plantupsetconditions would be directly applicable to, say, refinery operations. Nomatter
the technical approach chosen by a risk assessment project team, it is never sufficient to
just refer to a specific guidance document andto automatically assume that suchreference
will help achieve the necessary quality requirements. During the early era (1975 - 1985)
of applied technologic risk assessment it was not uncommon that the practitioners relied
on achievement of compliance through inference via an extensive list of recognized
references on risk data and techniques.

In practical terms, the 'compliance factor* can be addressed effectively and
^ controlled through an internal and external peerreview process as discussed by Okrent et

al (1982) and Evans (1993). If the risk assessment results are "transparent" and can be
traced back to the initial assumptionsand model mput data, and if the applicable standards,
guidelines and practices have been applied (or adopted) in a consistent way, it can
(normally) be concluded that the level of compliance is high.

ri An added complicationto the determination of the 'compliance factor* is the effect
a risk-based regulation can have on the performance of a probabilistic risk assessment.
The risk-based regulations have emerged based on a premise that the best way of

^ addressing the potential risks associated with the operation of industrial installations is to
use probabilistic risk assessment. Thereby risk comparisons can be made by use of a
consistent basis, and the uncertainties can be expressed clearly. Further, the risk
assessment discipline allows for an independent "check" of the effectiveness of the
traditional (deterministic) engineering approaches to plant safety.

While the development of the risk-based regulations is admirable and appropriate,
it is equally important to question the technical clarity of the regulations and the
interpretative leverage afforded the risk assessment practitioners. In other words, does a

^ particular risk-based regulations encourage the most appropriate applications, and are the
quality mdicators of risk assessment addressed properly? It is a complex task to develop
effective regulations. There needs to be a balance between the level of prescriptiveness
and the level of 'encouraged interpretive allowance*. If a regulation is too prescriptive it
may pre-empt the analytical process by the setting of expected or desired quantitative
results.

It is often suggested that the most effective way of addressing the 'compliance
factor' is to provide the practitioners with standardized tools for risk assessment.
However, due to the evolving character of risk assessment it is unclear exactly how the

^ standardization should be pursued, or whether it isa viable solution atall. It isnoted that
the acceptance criteria of risk-based regulations, the risk assessment techniques and the
data go hand-in-hand, see Gjerstad (1992). In view of this observation some extremely
valuable insightshave been generatedby nationalrisk assessment programs where industry
and regulators have worked together to establish comprehensive and up-to-date equipment
reliability data bases and computer tools. By making available to the risk assessment

^ practitioners a range of industry-sponsored comprehensive data bases and computer tools
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a very high degree of uniformity has been achieved in how the risk assessments are >
performed. This uniformity allows for a consistent risk communication basis and risk
comparisons. ^

One concept used to determine the *usefuhiess factor' is the predictive validity of
a risk assessment as introduced by Suokas (1988). The predictive validity concept .
illustrates how well the risk assessment addresses the objectives for which it is intended. I
Specifically, the concept illustrates the capability of an assessment to estimate the risks
associated with the operation of a process. It can also mean the ability of an analysis to ^
estimate the effect of a suggested safety improvement on the incident frequency or
consequences. Hence, the 'usefuhiess factor' can be determined by how often a risk
assessment is applied to answer engineering type and risk management type questions. ^
Clearly, the usefulness ishighly correlated with the level ofdetail and technical approach
of the risk model development.

To measure the usefulness ofarisk assessment one must characterize how often the ^
riskmodel successfully is applied to support a regulatory case, design modification case,
incident investigation case, etc. Afrequent usage nonnally implies that the risk assessment
products have been accepted and are easy to understand and communicate. Not only by ^
the risk ^iggftg-gment practitioners, but by management and operations personnel.

THE DETERMINATION OF QUALITY
n

With the overview of the risk assessment quality indicators as a background, a key
question is whether it is essential (i.e., a must) to comply with all three indicators in the
broadestsense for a risk study to be "fit for use"? By design, the risk assessment process
is highly dynamic and subject to modifications and iterations as the analytical process
progresses. Unformnately, any one ofthe three indicators does not in itself ensure that the
overall risk assessment product is totally fit for use.

Take for instance the ^completeness factor*. If we were to focus, say, ^ our
resources on tnairing sure that all possible hazards and operability problems are addressed
in detail, doubts present themselves about the practical usefulness of this effort to address
risk-impact of design modification. In a similar vein, if we were to prepare extremely
detailed system fault trees but refrain from development of unit- or plant-specific ^
equipment reliability parameters, the risk model may be ineffective inaddressing specific ^ <
risk management questions. In any risk assessment it is possible to stop the process of
hazard identification at any level. Generally, the more detailed the analyses, the more ^
opportunity for oversights due to "tunnel-vision".

Abalance must be struck between the desired achievement ofexcellence in all three ^
areas of risk assessment quality. The three quality indicators can be addressed in sufficient ^
depth as long as there is a sustained management commitment to risk assessment and risk
management. Ultimately the "fimess foruse" is determined by the how a risk assessment
project is planned.

The key question of the risk assessment planning effort is "who will perform the
assessment?" The answer to the question is highly correlated with quality. In terms of
results, insights and validity, two different groups of risk assessors can generate two very
different products. The process of performing risk assessment is by definition a team



effort. Therefore, the way a risk assessment team is put together and organized to do its
work has a strong influence on how the technical work is performed. To meet project
objectives and to stay within budget itis necessary to &st un^rstand the limitations ofthe
team itself.

Assuming a group of highly experienced practitioners, the most in^rtant aspect
of having a successful team effort is good communications within the team and an ability
to allow for job rotation. Because ofproject constraints and/or staff availability the project
team does not always consist ofacoher^ group ofprofessionals with similar experience
levels. However, the novice risk assessor can have as positive/important role in a project
as the highly experienced practitioner. The project manager must allow for the novice
analyst to learn from the experience and to be part of the technology transfer that always
should take place while developing a risk mo^l. In fact, the novice can be extremely
effective in ensuring that there is ongoing internal review of work products. It is a cost-
effective way of addressing the 'compliance factor*.

SHARED RESPONSIBILmES

^ The quality concept of technological risk assessment can be formalized in a
theoretical way through the three-tier descriptor of 'compliance - completeness -
usefulness*. Ultimately it is the organization of the risk assessment project and the support

^ it receives from upper management that determines what degrees of quality will be
I achieved. It is not just the data, the computer tools, or the project manager taken

individually that determines the acceptability of the product. Risk assessment quality is
determined by the totality of the feamres that constimte the risk assessment project and its
funire applications. An awareness of the quality indicators and their implications should
be viewed as starting point for understandmg and instilling quality in risk assessment.

During the past decade there have been numerous efforts towards risk-based
regulations. The way these regulations have been implemented has had an important effect
on how the quality issues are viewed and addressed by the practitioners. It can be argued

^ that while some of the regulations have been poorly conceived and coordinated, there are
also some extremely positive and valiiable lessons that have been learned. An important
aspect of risk assessment is the systematic and consistent application of a risk model within
an overall risk management scheme. The sophisticated and infonned risk-based regulation
should focus on this notion and provide a f^ework for quality requirements.

Ultimately the risk assessment professional determines the "fimess for use" by
performing the analyses in a responsible way and by employing tools and techniques in a
most cost-effective way. Where the objectives of a risk assessment project is considered

r-f counter-productive to meeting any of the quality indicators, the necessary adjustments
should be proposed and implemented. Throughout the risk assessment project there should
be an effort to:

fm,

Interact with project team members to ensure consistency and clarity ofdeliverables
Analyze the risk assessment task procedures and analysis tools on a regular basis
with mtent of improvement
Communicate with customers (users) of the risk assessment for the purpose of clear
understanding of the requirements.
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CONNECTED WITH THE RAVENNA AREA
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INTRODUCTION

The paper describes the main outcomes from the ARIPAR project, aimed at the
^ assessment of the risks connected widi processing, storage and transportation of

dangerous substances on the Ravenna,industrialand harbour area.
The main objective of the project has been the assessment of the major sources of

accident risks, in order
- to planfor urban development taking into account major accident hazards;
- to jplan for the improvement of transport infhistmcture (road, railways,

^ shipping andpipelines) to diminish possible accident risks;
- and, to evaluate compatibility of new industrial developments with

existing land use.
The project started in 1988 with the complete inventory of the different hazard

sources: process and storage facilities, warehouses, transport ways and quantities of the
single dangerous substance involved in each activity. It has been monitored by very
representative scientific and technical committees, with the contribution of the involved
industries and commercial organisations, as well as of the administrative and social
parties. A consistent part of data collection, model development and calculations has
been performed by the engineering companies SNAM Progetti, Niers and DAM. It has
been concluded by the publication of the finalreport^ in 1992.

PROJECT DESCRIPTION

In the Ravenna area there are about 47 fixed installations, 9 of which with
inventories of dangerous substances above the threshold for the safety notification
according to the Seveso directive. Main substances involved are chlorine, ammonia,

^ acryloni^e, various inorganic acids, LPG, high flammable liquids.
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Around die harbour activities there is a movement of large quantities of dangerous
substances transported by road (700,000 trucks/year with 13 million tonnes ofgoods, 6.4 p
% of which are constituted by hazardous substances. Just to give a figure, the only LPG
quantity transported by road amounts to about 200,000 tonnes/year); by shipment in the ^
channel port (3,500 ships/year for a total of 14 million tonnes of goods, 13% of which
are constimted by haz^ous substances); by railways (500,000 tonnes^ear, 20% of
whichare constimtedby hazardous substances); and by 16oil or gas pipelines.

The data collection for the project has been the first example of a very ^
comprehensive inventory of stored, processed and transported dangerous substances, ^
having beendone in Italyon an important industrial area. This waspossible thanlcs to the
collaboration of all instimtions and industries involved which gave access to the data,
even without a mandatory legal requirement '"

The study has concerned all the hazard sources on the area including railways and ^
transportation roads. The areaon which accidents may have a significant impact is large
about 220 square Km (Rgure 1).

The second step has been the identification of accident scenarios (release and ^
explosion events and their probabilities) for each hazard source. For the 9 plants for
which obligations for safety reports existed, the accident scenarios considered in the
reports have been assumed, someotherfew scenarios havebeenincluded after suggestion
of the scientific and technical committees. For the otherplants, as well as for pipelinesit
has been necessary to conduct a safety analysis to identify the possible accidents
scenarios. A particular methodological effort has been required to model transportation
accidents and especially accidents from ships entering and moving along the harbour
channel (Figure 1).

This step has resulted in the identification of about 2,5(X) scenarios to be included in
the quantitative risk assessment At the same time the characteristics of the territory and
the population (residential and not residential) as well as the meteorology of the area
have b^n analysed.

Afterwards the individual risk contours and the group risk have been evaluated for
each hazard source and for each single dangerous substance (i.e. chlorine, aounonia,
etc.). Lastiy the single risk curves have been composed in order to get overall area risk
levels, taking also into account the possibility of Domino effects between installations on
nearby sites (these however have been found to not contribute significantiy to the overall
risk). At this purpose new models and new computational tools have been developed,
which enable to evaluate at the same time die risk contribution from transportation and
fixed installation in connection with the population and the meteorologic^ data of the
area, including Domino effects. Via the developed software package it was possible to
evaluate:

- the local risk contours (a characcsristic of the location for a person permanendy
exposed to the risk);
- the individual risk contours (as above but taking into account the permanence
time at a given location);
- the F-N diagrams; and
- the I-N diagrams (the number of people exposed at a certain risk).

I

/

RESULTS OFTHE RISK CALCULATIONS

Figure 1 shows the overall local risk contours (fiom all sources) on the whole area ^
subjected to the smdy. Similar risk contours have been derived for each hazard source
category: major fixed installations; other fixed installations; transportation by roads, by
railways, by ships and by pipelines. Furthermore sensitivity analyses have been made ^
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with respects to the most critical substances (because of either their intrinsic hazards or
their quantitative relevance).

The limits of the paper do not allow to show the complete results: therefore
examples of individual risk contours, and 1/N diagrams are not presented. To show the
sensitivity of the results to the single hazard categories, F/N diagrams are depicted in
Figures 2 to 5, for the overall hazards sources, for the major installations, for road
transportationand for railways accidents respectively.

DISCUSSIONS OF THE RESULTS

Risk contours characterised by a frequency of about 1(H lethal events per year
(indicated in the following simply as f/y) are found on the industrial area near to the
harbour channel where there is a high concentration of fixed installations and
transportation nodes. The Ravenna town area is characterised by risk contours values
less/equal to 10^f/y which are consistent with criteria set up by countries having adopted
riskgoals for their landuseplanning policy^.

The major contribution to individual risk in the town is deriving fiom road
transportation and fiom the marshalling yard nearbythe railwayscentral station.

Some few relatively small inhabited areas have been identified for which tiie overall
individual risk is about lO'̂ f/y. On the other hand from the VN diagrams it could be
ascertained that 93% of the population is exposed to an overall individual risk less than
10^ f/y.

By theanalysis of thecontributions of thesingle hazard sources with respects to their
^ effects on the F/N diagrams (Figures 2 to 5) itcould be assessed that

- up to N=1(X) the major contribution to the risk arises from dangerous
substances transportation by road;

^ - for N ranging between 1(X) and 1000, the contributions from road
transport, fixed installations and railways (essentially marshalling yard)
are equivalent;

^ - for N >1000 the contribution from the marshalling yard located too near
to the town is dominating.

The single hazard sources which give the maximum contribution to the area risk
resulted to be the fixed installations in which release of toxic materials is possible (in
particular chlorine and ammonia); some well identified road sections characterised by a
high frequency of trucks transporting dangerous substances; and, finally, the marshalling

m yard.
On thecontrarypipelines and ship transport within the harbour channel do not give a

relevant contribution to the overall risk.

Furthermore the results show that the contribution of accident hazards linked with
the release of toxic substances is dominating with respects to accidents provoking fires
and explosions without toxic releases. Finally the contribution to the overall risks from
Domino effects involving different sites is negligible: however this last result might be
affected by model simplifications introduced in the resolution of the subdivision of the
study area to avoid prohibitive computational times.

SOME CONCLUSIONS

Along the execution of the project, full awareness existed about the uncertainties
linked with peiforming such kin^ of studies^. However the results described in above
have been found very useful to ranking hazards and to prioritise intervrentions.
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Three results in particular have been found tobevery important*
- thefixed installations arelocated sufificientiy farfrom theRavenna town, so that
they do not contributesignificantiy to therisk in the town;
- tiie contribution of the 9 "Seveso" sites is dominating with respects to the total
contribution to the risk finom the resting 38 sites storing / processing dangerous
substances. This confirms the distinction in the obligations put by the existing
regulations withrespects to the different categories ofsites;

the contribution tt> the overall risk finom tianspoit sources may dominate'in I
certain cases as the transportation roads and/or the marshalling yards might be
located nearer to inhabited areas. Therefore the existing regulations on
tran^rtation of dangerous goodsis unsatisfactory.

The value of the project is not restricted to the quantitative results: an enormous
amount of mformation concerning the activities involving dangerous substances are now
available to the administration. From the study very useful information has been also I
extracted for the emergency plan of the whole area as privileged sources of accidents
(including tran^ortation), extension of their ccmsequences (independentiy of the
probabilityofoccurrence), as well as particulariy vulnerableareas havebeen identified.

The informatic structure of the model will i^ow the administration to update the risk
situation and therefore to establish a decision tool for land use planning and control for
future developments in die area.

The project has also to beconsidered asa pioneer study in Italy, which anticipate the
requirements which are being introduced in the revision of the "Seveso" Directive H
concerning land use planning with respects to major accidents hazards and public
participation in the related decisions.

Under the latter aspect, by the way in which all parties involved collaborated in the H
data acquisition and analysis, and by the way the information has been given to the '
public, the project has to be considered as mosdysuccessful. Indeed the results have been
presented to tfie public in Ravenna on April 1993. TTiis was the first timft that in Italy
chemical riskfigures have been publicly presented and discussed. The event had a good
acceptance by the public. The reason for that was not only the quality of the scientific
project, but even the fact that together with theresults, proposals for a better risk control ^
and for priority interventions both in the public sector and in die private one have been
presented.

i' 7
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IDENnnCATION AND EVALUATION OF MARITIME EXPOSURES

Joel L. Boirello and Mark J. Spansel

Adams and Reese

Attomeys and Counselors at Law
4500 One Shell Square
New Orleans, LA 70139
(504) 581-3234

L INTRODUCTION

Regardless of the industry or business, if itsactivities, evenincidental, occuron, nearor
around navigable waters, then there is a likelihoodthat injury to persons, death and damage
to property will be regulated by the maritime law of the United States, necessitating
identification of these risks and evaluation of the corresponding exposures. Though the
primary functions of a business may not be associated with navigable waters, secondary
activities, including waterbome shipment of products, may create maritime liabilities. An
awareness and understanding of these risks is essential for making decisions in the areas of
prevention, budgeting, contract protection and insurance coverage.

n. REMEDIES AVAILABLE TO MARITIME WORKERS

A. General Maritime Law

Thoseremedies generally recognized undertheGeneral Maritime Lawareavailable for
maritime tort, unseaworthiness, wages, maintenance and cure.

1. Maritime Tort - Negligence. The cause of action of maritime tort is based upon
concepts of simple negligence or a breach of theduty toexercise ordinary careandbecomes
actionablewhen that negligenceis a proximatecauseof the resultinginjury,death or property

^ damage. Essentially, theclaim is triggered if the accident occurred on navigable waters.

2. Unseaworthiness - Strict Liability. The warranty of seaworthiness, another theor>'
^ of liability, is owed by a vessel owner or bareboat charterer to provide a vessel and

appurtenances which are reasonably suited for their intended use. If an accident results from
an unseaworthy condition, the vessel owner or bareboat charterer will be liable eventhough
he may not have beennegligent in bringing about thatunseaworthy condition.
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3. Nature of Remedies. When personal injury is associated withtiie maritime tortof ^
negligence or unseaworthiness, the claimant isentitled torecover what arecalled bythelaw j
**general*' and "special** damages. General damages include pain, suffering, fear, fright,
humiliation, embarrassment and similar losses that are not subject to direct measurement. On
the other hand, damages that can be objectively measured, such as property damage, medical ^
expenses, loss of pastwages andloss of future wage earning capacity areconsidered to be
special damages. In theevent of thedeath ofa non-seaman, thesurvivors may also recover
lossof support, services andsociety - including lossof love, affection, attention, companion
ship, care, comfort and protection. Provable damages will be recoverable in the case of
property damage.

4. Wages,Maintenance and Cure. Theseremedies against theemployeror shipowner
areavailableonlytoseamen,whoareinjuredorfallillintheserviceofthevesselwithoutregard
to negligence, fault orunseaworthiness. Inbrief, a seaman isentitled towages to the end of
the voyage; maintenance in the form of a daily allowance; and, finally, cure or medical
expenses related to the injury or illness.

r
i

I

B. The.JonesAct(46USCSec.688,etseq.)

In 1920, Congress enacted the Jones Act, which permitted seamen in the case ofinjury p
or their survivors in case of death, to sue the employerfor damagesbased on negligence of that '
employer or fellow crewmembers. That negligence is actionable if it contributes "even the
slightest" to the injury. When personal injury isinvolved, the seaman may recover from his
employer all provable general and specif damages. However, in the event of death, the 1 i
survivors arelimited to pecuniary loss, thatis, themonetary value of thesupport andservices
which the beneficiaries would have received had the seaman lived.

h\

C. Death on the High Seas Act (46 USC 761,et seq.)

Alsoin 1920, Congress enacted theDeath ontheHigh Seas Acttoprovide a remedy for
deaths occurring more than three nautical miles from the shores of the United States, its
territories or dependencies. The beneficiaries must prove negligence, unseaworthiness or
strict liability thatwas a proximate cause of thedeath andwill be limited to pecuniary loss.

D. Longshore Act (33 USC Sec. 901, etseq.) ^

The Longshore Act,which specifically excludes seamen, provides a workers* compen
sation remedy in lieu of general damages in the form of medical expenses and scheduled, ^
weekly benefits against an employer for injury ordeath occurring inthe course and scope of j
employment without regard to whether the employer or the employee was guilty of fault.
These benefits are the exclusive remedy against the employer except in limited situations. ^
Generally, thisAct provides benefits which are significantly greater than those recognized
under most state workers' compensation acts.

The Act covers those involved in maritime employment, including but not limited to any
longshoreman or other person engaged in longshoring operations, and any harbor worker, H
including aship repairman, shipbuilderorshipbreaker ("status" test), who areinjured orkilled
onnavigable waters of the United States oradjoining land areas, including but not limited to
any adjoining pier, wharf, dry dock, terminal, building way, marine railway or adjacent area ^
customarily used bytheemployer inloading, unloading, repairing, dismantling orbuilding a
vessel("situs" test). By virtueof the OuterContinental ShelfLands Act, the Longshore Act
applies toaccidents onfixed platforms on the Outer Continental Shelf.



Coverage of the Longshore Act can be triggered for workers, who otherwise are
considered land-based personnel, butwhoareassigned to water-related activities. Take,for
example, aconstruction foreman assigned toaproject tobuild a sewerage treatment plant on
ariver. Ifthat foreman is injured on abarge while Meeting the unloading ofthe barge, he will
mostlikelybe entitledto Longshore benefits from his employer.

E. State Workers' Compensation Acts

Some maritime workers are entitled to seek a workers' compensation remedy in lieu of
^ general damages gainst their employers in connection with injury or death occurring in the

course and scope of employment under, state stamtes. Fault is not relevant to most state
workers' compensation remedies. Because the Longshore Act not only covers navigable
waters, butalsoadjoining landareas, state workers' compensation actsmay overlap withthe
LongshoreAct,providingconcurrentapplication. Normally,however, workerselectLongshore
benefits because they are usually higher than the corresponding state remedy. Moreover,
various states have extended their acts to accidents on fixed platforms offshore.

F. State Tort Law

Naturally, state tort law will apply to land-based accidents occurring within a state's
territorialboundaries. Moreover,state tort lawwill apply to fixedplatformswithin aparticular
state's territorial waters. Additionally,by virtue of the Outer Continental Shelf Lands Act,
enacted by Congress in the early 1950's, state tort law will govern occurrences on fixed
platforms on the OuterContinent^ Shelf, immediately adjacent to the particular state. In each
instance, general and specialdamagesare recoverable.

G. Generally No Double Recovery

Asaresultof thepreceding discussion, it isapparent thatsomeofthecauses ofaction and
remedies reviewed overiapand othersare mutually exclusive. In general, however, there is
no double recovery of damages, though more than one theory of liability may apply. The
exception is when theparticular loss is also covered bya separate resource, such as a health
care insurance policynotprovided by the tortfeasor.

m. RELATIONSHIP BETWEEN STATUTORY REMEDIES AND THE
GENERAL MARITIME LAW

Statesmaynotenactlawswhich deprive parties ofrights undertheGeneralMaritime Law
or otherwiseaffect the uniformapplication of maritime law. On the otherhand, accordingto

^ the United States Supreme Court, federal statutes ofCongress not only affect, but ingeneral
preempt, the application ofthe court-createdGeneral Maritime Law. Thus, insituations where
the Jones Act or the Death on the High Seas Act are applicable,wrongfuldeath remedies are

^ limited tothe pecuniary losses ofsupport and services and not the extended benefits ofloss of
society or consortium.

|S£)

IV. RELATIONSHIP BETWEEN JONES ACT AND LONGSHORE ACT

The Jones Act and the Longshore Actare bothfederal statutes which provide remedies
against employers for injury ordeath sustained by maritime workers. On the one hand, the
Jones Actcovers seaman;and, on theother hand,theLongshoreActgovernsmaritimeworkers
who are not seamen or members of the crew of the vessel.
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V. INTERACTION BETWEEN LONGSHORE ACT AND STATE ^
COMPENSATION ACTS

As noted previously, because the Longshore Act*scoverage extends to certain land areas
adjoining water, its coverage may overlap with state workers' compensation acts. In those
instances, receipt of benefits under one act does not preclude a claim under the other act,
subjecttoacreditmfavoroftheemployertoavoiddouble recovery. Inmostinstances, though, P
imjured workers will simplyoptfor the Longshore remedy for the reason that itwill most often L'
exceed state benefits.

VI. JONES ACT STATUS
•r%

A seaman covered by the Jones Act is one who is more or less pennanendy assigned to
a specific vessel or fleet of vesselsundercommonownershipor control in navigation. The
seaman's work must further the overall fimction of the vessel. It is not necessary that the
worker be involved in the navigational movement of the vessel. f

When faced with the term "seaman", one normally thinks of a member of a crew of a
classic ship, plying the seas. In maritime law, the notion isnot so limited. Ajack-up drilling p
rig is a vessel and a drilleron the drillingcrew is considereda seaman. A barge on which a
crawlercrane wasmountedhasbeendeterminedtobea vesseland thecraneoperatera seaman.
Thus, ifan objectorwatercraft is capableofbeing used for transportation on navigable waters, ^̂
thenthepersonnelassignedto itmayqualifyforseaman'sstatus,if theymeetthetestdescribed
above.

Vn. PUNITIVE DAMAGES

Punitive damages are recoverable under the General Maritime Law in cases of personal
injury and property damage and are awarded as punishment in addition to compensatory
damages, if the conduct of the defendant was egregious, such as willful, wanton or reckless
behavior. If the defendant is a corporation, partnership or principal, then the act must be
committed by one with managerial or policy-making authority. Should a claim under the
Jones Act or Death on the High Seas Act be asserted, then punitive damages are considered
non-pecuniary and, consequently, not recoverable by implication of a recentdecisionof the
United States Supreme Court. To date, the UnitedStates SupremeCourt has found punitive
damages to be constitutional,within certain parameters.

vm. PRODUCTS LUBILITY

r

As a result of a decision by the United States Supreme Court several years ago, the
General Maritime Law now includes the concept of strict liability on the part of maritime
manufacturers. However, the product must cause personal injury or damage to property other r*
thanthe product itself. Theremustbe a defect in the product which creates an unreasonable
risk of harm or is unusually dangerous in normal use. At the time of the damage, the product
must in fact have been in normal use. It is essential that the loss be caused by a defect, which ^
existed when it left the hands ofthe manufacturer. Not only does the products liability doctrine
cover manufacturers, but also component manufacturers and those providing maritime
services. Where the only damage is to the product itself, the rights of the parties are governed ^
by contractual provisions, warranties, conditions and disclaimers. |



IX. CONTRACTUAL INDEMNITY

^ General Maritime Law permits allocation of responsibility for personal injury and
propertydamagebetweenpartiesby way of indenmity ttough contracmalarrangements. It
is also common for maritime contracts to state the insurance requirements for the contracting

^ parties. These devices may be particularly important in the areaofprotection againstmaritime
^ liability. However, some states prohibit or restrict the enforceability of certain indemnity

provisions,particularlythosethatprovideindemnification fortheconsequences of one*s own
negligence. Therefore, of prime importance is the resolution of whether the contract is
maritime or non-maritime, lb general, courts make this determination by examining whether
the contract, activities and circumstances in question involve tradition^ maritime activity.

X. MARITIME INSURANCE

Although maritime insurance isa subjectmatterthatmaywarranta presentation in itself,
it isnoteworthyherethattheappropriate insuranceforthemaritimerisksaddressedabovewill
protect against those losses. Most of the coverages are particularized and generally not

^ provided understandard liability policies without specific tailoring. Evenpunitive damages
under the General Maritime Law may be insured.

m
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A DECISION MODEL OF A MULTI-POINT MOORING OF A TANKER

WITH TUG ASSIST

M. L. Eskijian
I

California State Lands Commission
^ 200 Oceangate, Suite 1200

Long Beach, California 90802

1^

INTRODUCTION

Theproblem isto construct a decision model fortheevaluation of whether or not a tug boat
assist isrecommended for the mooring operation of a tankerat a multi-point facility. For this
study, a mooring masterwas interviewed, and a simplistic decision model wascreated using
an influence diagram. The paperwill first summarize the interview, and then discuss the model
created using an influence diagram, and finally present someof the results ofthis study. The
sofhvare used for this study is "INDIA" (INfluence DIAgram) byDecision Focus, IncofLos
Altos, California. It should be noted that this paper is not an endorsement of any particular
software package, nor does it represent official policy of the California State Lands
Commission.

Variables with simpleprobabilities mclude tanker size, current direction and magnitude, tug
availability and tanker crew expertise and communication in English. The problem was to
evaluate whether or not a tug should assist in the mooring process. Accident scenarios are
postulated in terms of time loss and associated costs, independent of who pays. In this
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simplistic example, losses are computed as the sum of all possible financial losses. The ^
posUilated damage is a timeor mechanical delay, induced by a improper mooring, or the vessel
runningover the hose buoy- possiblyrupturing the line, causing damage to the vessel screw
and putting the pipeline contents (shore to mooring) into the water. Structural damage to the
propeller is an additional concern and the associated tanker time losses are included.
Operational errorsare translated into lost time in achieving the mooring. Oil in the water is not
a postulated scenario for this problem.

THE INTERVIEW AND CONSTRUCTION OF THE DECISION MODEL

The interview witha mooring master includeddetails from the initial boarding ofthe tanker
to the tie-down of allofthe lines. The mooring master boards the vessel, inspects the topsides
as he walksto the bridge, hands the captain a newspaper and shakes hands. Each step ofthe
process is important to the overallunderstanding ofthe operation, and is greatlysimplified to
construct the influence diagram. The interview ended with the mooring lines connected, and ^
unloadmg operations commencing.

Figure 1presents the detailed INDIAinfluence diagram. Initial probabilistic nodes include
the current conditions, vessel size and crew competence. These probabilistic nodes feed into
other probability nodes, describing the tug, possible operationalerrors and mechanical failures. /
Tug availability is then considered, and deterministic cost evaluations are then calculated,
resulting inthe conqjutation ofthe total cost. The model does not considerprofit, but merely ^
seeks to minimize the financial loss, independent ofresponsibility.

Basedon the interview, the following probabilities havebeen assigned. The values are based
on the judgementofthe mooringmaster, and should not be considered qualitative, and serve
asanexample only. They illustrate the usefiilness of the model; others should construct their
own probabilities. A description ofeach node in the model follows:

1. CURRENT CONDITIONS: Current conditions can be slow, unfavorable or
unpredictable. For thisspecific model, the current is the primary environmental load.
Fortheunloading process, the vessel is at deep draftwitha minimum sail areaduring
mooring. Theslow current condition isthenormal operating condition; velocity is slow
and direction is as ^q^ected. The unfavorable conation has also been included in the
mooring design, but is lessthan ideal; direction and magnitude are not desirable, but p,
acceptable and can be acconmiodated by the skill of the harbor master and vessel
captain. The impredictable current condition hasbeen defined asuncertainty bothin
magnitude and direction; this condition could easily create problems and time delays in ^
the mooring operations.

/ ,
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Description Probability

Slow 0.90

Unfavorable 0.10

Unpredictable 0.05

2. VESSEL SIZE: Thevessel size ranges from small, mediumto large. The table of
values is as follows:

^ Description Probability

Small Oessthan 50,000 DWT) 0.75
^ Medium (capacity less than 72,000 DWT) 0.15

Large (capacity greater than 72,000 DWT) 0.10

A The largervessels requirea tug, regardless ofother conditions.

3. CREW: The level ofcrew competence is a final initial probability variable. For
purposes ofthis model, three possible crew conditions were postulat^;

Description Probability

Competent 0.70
Acceptable 0.20
Unknown 0.10

The unknown crew is most likely foreign, and few of the crew can communicate in
English. Theacceptable crewhasprobably called on this port before, and the mooring
master might have had problems with them in the past. The competent crew is most
likely a "company vessel", and everyoneis familiar with the captainand the vessel.

These three probabilistic nodes feed into other probabilistic nodes that define tug
conditions/availability, and different types of errors that can result from crew and vessel
accidents. This second tier of probabilistic nodes have been defined as follows:

4. TUG 1: This simple probabilisticnode assigns a probabilityas to whether or not a
^ tug would be assigned to the vessel, based on the environmental load conditions:

Description YES NO

Current Slow 0.02 0.98

Current un&vorable 0.50 0.50

^ Current unpredictable 0.90 O.IO
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5. TUG2: This simple probabilistic node assigns a probability to whether or not a tug
is required, based on vessel size. Large vessels will always require a tug:

Description YES NO

SmaU 0.10 0.90

Medium 0.50 0.50

Large 0.95 0.05

n

6. TUG 3: Based on the mooring mastei's perception of the crew's competence, a tug
might be required: ^

J

Description YES NO

Competent Crew 0.05 0.95
Acceptable Crew 0.40 0.60
Unknown Crew 0.85 0.15 n

1 1

7. OPERATIONAL ERRORS: Based on the crew expertise, the foUowing matrix
ofprobabilities is constructed for various operational errors. The first type oferror p
involves a conmiunication Mure, resulting in some sort of operational upset. The
second type oferror is a judgment error - informationwas correct, but the crew made
an error in judgement. Coordination is the next type of operational error, someone
didn't get the correct message, communicated fi-om the h^or master to the vessel ' ^
crew, orin response to the crew, the haibor master did not process some information, ^
or whatever. The next type of error involves the crude oil cargo; operating
temperatures, flowing temperatures, both real and reported are potential sources of
operational errors. This list is not purported to be exhaustive, but could easily be ^
modified to include a multitude ofother possibilities:

Description Comm. Judgment Coord. Cargo None ^

Competent crew 0.02 0.02 0.02 0.02 0.92 ^
Acceptable crew 0.15 0.15 0.15 0.15 0.40 ^
Unknown crew 0.20 0.20 0.20 0.20 0.20 I

Thismatrixillustrates the small probability ofoperational errors with a competent crew,
and the relatively high probability with an unknown crew. These probabilities are not
meant to be considered qualitative by others; they represent one harbor master's
perception for one specific location.

8. MECEEANICAL FAILURES: Closely coupled with the crew's capability is the
mechanicalcondition ofthe vessel and its equipment required to moor the vessel. The
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following matrixofprobabilities was constructed;

Description Winch Anchor Pump Power Chain

Lines \^^dlass Failure Loss Foul-up NONE

Competent crew 0.02 0.02 0.02 0.02 0.01 0.91

Acceptable crew 0.10 0.10 0.10 0.10 0.10 0.50

Unknown crew 0.15 0.15 0.15 0.15 0.15 0.25

The mooringlines could be inadequate, or poorly set, or the winch fails, or whatever.
The anchor windlass might not let out the line fast enough, or malfunction in some
fashion. The pumps used to unload the crude oil could malfunction. A very severe
problemwould be a Mure ofthe vessel's power. But perhaps the most severe problem
would be that the vessel tangle its propeller in the chain used to lift the loading hose
from the seafloor. For the competent crew, a 91 percent probability of none of the
above will happen, but for a unknown crew, there is only a 25 percent that all will go
well during the mooring/unloading operations.

9. TUG AVAILABILITY: Ifa tug is required, a simple probabilitynode is used to
determine a specifictype/cost oftug:

m

Tractor Twin Single None

Tug Required (YES) 0.80 0.15 0.05 0.0
Tug Not Requu-ed(NO) 0.0 0.0 0.0 I.O

This node is used pending the decision to use a tug.

^ 10. COST OF TUGASSIST: The deterministic costof operating the tug is included
in this node. Depending on the selected tug, the cost is computed:

m

Cost

Tractor $5,000.
Twin Screw 4,000.
Single Screw 2,000.
None 0.

11. COST OF LOST TIME: In order to determine the cost of lost time, the
approximate value of$20,000. per day has been used. Small US-flagged tankers are
approximately $20,000/day, large tatters are about $25,000./day. Foreign-flagged
vessels are lesse?q3ensive, ranging from 15to 25 thousand a day. For purposes ofthis
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example, a mean value of $20,000/day has been used, and the following table of
approximate time loss values (in days);

'IH
Operational Errors (Time loss in days)

Comm. Judgement Coordination Cargo None

Time Loss 0.25 0.50 0.50 1.50 0.0 ^
Cost $5,000. 10,000. 10,000. 30,000. 0.0

12. COST OF IVIECHANICAL FAILURES: The final deterministic node for ^
assessing the cost of a feilure includes all of the mechanical problems that could be
encountered. This list is not meant to be exhaustive, and the costs are only
approximate:

Winch Anchor Pumps PowerLoss Foul-up NONE

$45,000. 50,000. 60,000. 100,000. 500,000. 0.0

A foul-up with the chain fi'om the hose/sparbuoy is an expensive accident, and has a ^
very low probability ofoccurrence. All of the mechanical problems are feirly costly,
compared to the operational errors.

wm

13. TOTAL COST: Total cost is computed as the sum of all three of the
deterministic nodes, including tug assist, lost time and mechanical feilures. For this
simplisticmodel, no additional cost ofmoppingup spilledoil has been included, only
the direct costs associated with the berthing ofthe vessel.

MODEL RESULTS

At least two differentanalyses can be performed with this INDL\ decision model. The first
is to calculatethe resultant probability versus cost curve, resulting fi'om the normal execution
ofthe program Figure 2 provides the resultant cumulative probability curve, plotting dollars q
(cost) versus cumulative probability. As can be clearly seen fi'om the initi^ step fimction M
behavior, there is a very high probability that no cost (financial loss) will be incurred.

A second useof themodel is to perform a series of sensitivity analyses. There are three (3) ^
initial probability nodes, without any successors, that can be separately processed to perform i
sensitivity analyses. The INDIA program will use one of these initial probability nodes, and
calculate its influence on the final result. For example, using the "current conditions" (node 1) ^
results m the cost versus current plot of Figure 3. Figure 4 provides sensitivity results for
vessel size versus cost. Larger vessels require tug support, and tug support reduces the
probability of an accident. Figure 5 provides results for the crew competence versus cost. ^
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Clearly, the crew is the critical element, and having an unknown crew (no experience at this
location, unknown crew to theharbor pilot) is the most critical element.

Having both the overall model results and the sensitivity results from the three independent,
initial probability nodes \ields significant insight. First, the sensitivity analysis indicates that the
results are most sensitive to the crew competence. Thus, the study provides important
infi^rmation to regulators as towhich parameter should be most carefiilly monitored. Vessel
size and current uncenainty are not as important mthe determination of the final resultant
costs. The overall model results indicate that there isa high probability that no costs, or no
errors will be encountered most of the time, and if a mishap occurs, it will be relatively
inexpensive. There is a less than 20 percent chance that a mishap will result, with a major
financial impact.

This type ofmodel can be easily constructed in a few hours, and the same type ofsteps and
procedures can be ^plied to abroad range ofdecision analyses. The primary goal ofthis paper
is to illustrate how easily a influence diagram can be created, and the t3^es ofinsight and
understanding that can be obtained.
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« INTRODUCTION

The objective of this paper is to present the capabilities of Markov models in
modeling a wide range of dependent failures important in RAM analyses.
Reliability analyses of systems begin with the establishment of logic models such
as event trees, fault trees and cause-consequence graphs. These models are not only

^ essential for the qualitative identification of the reliability characteristics of a
system (e.g. cut sets) but they can be also quantified for obtaining quantified
reliability performance measures like failure probability, mean time to failure and
so on. This quantification is adequate as long as the stochastic characteristics of the

^ components are static or when they do not depend on the state of other
components or of the system. When, however, the stochastic behavior of the
components exhibits a dynamic behavior and in particular when this dynamic

^ behavior is due to a dependence of its stochastic characteristics on the state of
other components and/or thestate of the system which change with time, then the
static logic models should be complemented by special techniques for the

SI quantitative evaluation of various reliability measures. Markovian analysis is
especially suited for modeling dynamic dependences affecting both the failure and
the repair characteristics of components. This paper, however, addresses only
failure dependences.

Dynamic dependences affecting the failure rates are present in the case of
components operating under cold or warm standby, when sharing common loads
and the failure rate depends on the level of the load undertaken by each
component, and finally a special class of common mode and common cause
failures. It is demonstrated that when the latter class of dependent failures
characterizes the components of a parallel system, an N+1 parallel system is not
always better than an N parallel system.
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THE TWO-COMPONENT SYSTEM PARADIGM

The theory of Markov processes^, the application to reliability analysis2»3, and
methods for analysis of large systems^*^, are given in the literature. Here the
discussion will be confined on a two component system to demonstrate the
capabilities of Markov models in modeling depedences that affect the failure
characteristics of components.

Let us consider a two-component parallel system consisting of components A
and B. with the state transition diagram given in Fig. L

There are four states for the system, states 1,2,
and 3 being operating states and state 4 being a
failed state. Transitions from state 1 to state 2
and from state 2 to state 4 are caused by
failure of component A while transitions from
state 1 to state 3 and from state 2 to state 4 are
caused by failure component B. State
transitions {l->2} and {3->4} although caused by
the failure of the same component are not
necessarily occurring at the same rate. This is
because failure of component A when the
system is in state 1 occurs while component B
is operating while the same failure when the
system is in state 3 occurs while component B
is failed. Operation of component B might
affect positively or negatively the operation of

component A and hence the corresponding failure rates are not necessarily the
same (Ai * Af). Similar remarks can be made about component B(A^ ^ A^).

Solving the model of Fig. 1 for the state probability of state 4, which is the
failure probability of the system, and setting for mathematical simplicity
A( = = ^, yields

Fig.l. State transition diagram for a
2-component system.

(1)

Specific cases where such dependences can be manifested include the
following:

Cold Standby Redundancy

In cold standby the non operating component is not subject to any stress and
hence it cannot fail Assuming that the failure rate of the operating component is
Xand the at time zero component A is operating eq. (1) yields (A, = 0, A, = A, = A)

FCtJ= l-(l + Xt)exp{'Xt\ (2)

Warm Standby Redundancy

In warm standby the non operating component is assumed to fail at a reduced
rate than that of on-line operation. Again assuming that component A is operating
at time zero and setting A, = A3 = X with A2 < A eq. (1) yields

I \

n



F(t)=\- 1+-^ eAp[-Ar]+-—+ (3)
\ ^) ^
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^ Components sharing Common Loads

If the failure of a component depends on the "load'' under which is operating
H then failure of components sharing a common load increase the load on the

remaining operating components with a corresponding increase in the failure rate.
In the two-component system when both components are operating each is

^ assuming 50% of the load while when one of the two fails the remaining assumes
100% of the load. In this case, ^ ^ = A with ^ > A, and eq (1) yields

r" jrctj=1-- V] +̂ W

^ Static Logic Model Solution

A static model like a fault tree or an event tree would evaluate the failure
probability of two-component system as

C/rt) = Pr{'A B} =PrfA}•Prfl / A} (5)

None of the equations (1) through (4) can be deduced from eq (5). For
example, eq. (5) can only bracket the correct solution provided by eq. (2) between

U^(t) = 1- 2exp(-Xt) + exp(-lXt) (6)

if the standby is considered hot (^ = AX and

U^(t)^[\''exp('Xt)][\-exp(-X4)] (7)

^ if it is assumed that component B always exhibits a reduced failure rate

SYMPATHETIC FAILURES

The concept of dependent failures of redundant components sharing the same
load can be extended to include an interesting class of common failures.
Traditionally dependent failures are treated in reliability analyses under the terms
"conunon cause" or "conmion mode" failures. Various models have been developed
for handling these dependent failures^*^ (see also references in section three of 6).
All these models, however, are based explicitly or implicitly on the assumption that
given a group of N components connected in parallel, there is a common event that
simultaneously may cause the failure of all N components. Differences are then
focused on the modeling of this common event and its relationship with the failure
rate of each component. All the models, nevertheless, eventually propose an upper
limit for the reliability of the redundant system controlled by the rate of
occurrence of the common cause of failure. As a consequence a system with N+1
redundant components will be always more reliable than a system with N
components.
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There exists, however, another very important class of dependences that
reduce the reliability of redundant systems. It includes all situations in which the
failure of one component can cause the failure of other redundant components of
the system. An example of such dependences was given above in the case of
components sharing a common load. There are situations in which the increase of
the failure rate of the remaining components following the shock of a single
component failure is so high that, for all practical purposes the remaining
components fail instantly. This kind of failure can be call^"sympathetic"*

Sympathetic failures occur when the failure of a component crates
phenomena generating stresses that challenge the strength of the remaining
operating components. For example, the failure of a generating station in an
interconnected network, challenges the frequency stability of the whole network
and could result in a blackout Similar phenomena can occur in redundant
transmission lines, diesel generators, channels of various logic circuits, redundant
legs of fluid systems, structural supports etc. A valve can fail and spray with water
the electrical controls of nearby valves. Sympathetic failures can also happen
indirectly through human errors. For example, a failure in one of a number of
redundant components may trigger a repair action which may be inadvertently
applied to an operating component causing its unavailability. Such failures have
been actually observed.^

Common cause

failures can be
incorporated in
Markovian as

in other models
by assuming a
dummy com
ponent con
nected in series
with the re

dundant com

ponents (see
Fig. 2a). When
ever compo

nent C fails —
whenever the

common cause

event occurs —

the system
fails. The com-

B

(a)

tl A,B,

2) Aor B
down

C up

down

J

Fig. 2. Two-component redundant system subjcct to external common cause ev
cause failures: (a) Block diagram; (b) Corresponding state transition occur

when eitherdiagram.
both or only

one component is operating. This model can be extended in systems comprising N
parallel components.

Sympathetic failures can be incorporated in Markov models as follows. The
state transition diagram of the two-component system of Fig. 2a is presented in
Fig. 2b. There are three merged states: a) the first state corresponds to the state
where both components A and B are operating and the external common shock has
not occurred; b) the second state contains states with either component A or B has

n
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failed and the common external shock has not occurred; c) the third state contains
all the states that include the occurrence of the external event or that both
components A and B have failed. Assuming that the external shock follows the "P-
factor^ model^ and that this is the only dependence in the system the failure rates
in the state transition diagram become:

= JI,=M (8)

Incorporation of the sympathetic failures is possible by assuming that a
portion (^) of the individual component failure willcause the failure of the other
component too. Or in other words that the individual failure of one component, say
A, will cause the failure of the other component with probability ©, while it will
not affect the other component with probability (l-co). In that case the transition
rates in the transition diagram of Fig. 2b become

^ = ^ ^ = (9)

These considerations can be generalized to an N-component system with a
transition diagram consisting of N+1 states. State 1 contains all N components
operating and the external event has not occurred, state I contains G^+l-I)
operating components and the external event not having occurred, and state N+1
contains either no operating component or the external event having occurred. The
transition rates ay between any two states I and J are then given by

if j=i + i

ifJ=N + l

0 otherwise

where X is the total failure rate of a single component.
Solution of the model implied by eq (10) yields for an m-out of -n parallel

system a failure probability of

ii-xn/'W^Uif — \ ^ •

^ . (1 - ©)[l - exj^Ay - o>)Xt] ^ - ©)A/]}" ^ exA-m) (11)
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m The importance of sympathetic failures lies in the fact that in their presence
an (N+l)-component system is not necessarily more reliable than an N-component
parallel system. Indeed this is demonstrated in Fig. 3where the ratio of F/(r) over

^ F^{t) —the failure probability of a single component over the failure probability
of an 1-out-of-n system— is plotted as a function of the composite variable {X()
for various values of n. It is noteworthy that an 1-out- of -5 parallel system is not

1*^ always better than an l-out-of-4 system and so on. The choice of the optimum
degree of redundancy depends on the mission time and of course on the specific
values of the parameters X and ox

Acknowledgement: The author wishes to thank Dr. Sati Mitra for suggesting
the term "sympathetic" failures while they were both working at the U.S.

^ Brookhaven National Laboratory.
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INTRODUCTION

Since the beginning of 1980's a Reliability Data Handbook (T-book) for components in
nuclear power plants of Swedish design has been in use. The main objective of this T-book is to
provide failure data for the reliability calculations that are done as parts of the obligatory safely
analyses of nuclear power plants. The third version^ was issued 1992 and was based on
operational statistics covering the operation of twelve Swedish and two Finmsh nuclear power
plants from their commercial start up to and inclusive 1987 - about 110 reactoiyears. This
amount of experience will be increased by 70 reactoryears in the next edition, to be issued in the
middle of 1994. ^ a •

The operational statistics is primarily based on evaluation of failure reports recorded mto
tiie central data bank ATV2 (nowadays caUed TUD) and Licensee Event Reports deUvered to
the Swedish Nuclear Power Inspectorate, as well as information provided by the operation and
maintenance staff at each plant. Before the statistical evaluation these raw data are carefully
examined witii respect to the correctness and consistency. The failures are also classified as
being eitiier critical or noncritical. Afailure is called critical if it stops the function of the
component or leads to repair. Only critical failures are considered and included in the T-book.

For the detemination of reliability parameters are the components divided into rather
homogeneous groups based on their type, operating mode, size and capacity. Nevertheless, there
are certainly factors such as environmental, operating and maintenance conditions that make ii
unrealistic to assume complete homogeneity within tiie groups with regard to reliability. The
similarities, however, are considered so significant thai the groupwise treaunent is deemed
beneficial from the statistical point of view. Thus, in the formulation of the empirical Bayes
problem, each component is assumed to be an individual, but related to ihe other units wthin the
group. The problem is Uien solved by ahierarchical and robust Bayesian approach.
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In previous versions of the T-book the failure modes considered were of two kinds: time- •
related, for which failure rate Xis of concern and demand-related failures, characterized by ^
failure probability per demand, q. For the latter group of failure modes one has found, by
specific analyses, that the failure mechanisms that are active during the stand-by time very often
dominate over the ones at the demand occasion. This phenomenon should motivate the use of a ^
Xg (failure rate during stand-by) rather than of q. In reality, there is of course both types of
failures. An unavailability model, which takes both types into account, is the so called "q+Xt-
model". n

In thelastedition of theT-book^ this 2D model is used for groups of penodically tested i
components where different testing intervals have been applied and where the number of
demands is relatively well known. In these cases it is possible, by sensitive and appropriate
statistical inference methods, toestimate both parameters q and Xand their uncertainties. After
a short presentation of the basic features of the statistical method used in the T-book, this
paper describes the q+Xt-model in more detail p

I

BASIC STATISTICAL APPROACH IN THE T-BOOK p

In parallel with the successive editions of the T-book there has been continuous efforts to
improve the methods for the statistical inference required. The statistical reasoning behind the ^
earlier versions oftiie T-book can be classified as a parametric empirical Bayes (PEB) method.
For mathematical convenience, gamma distributions g(Xla,p) were chosen as potential a priori
distributions. Then, a unique member ofthis distribution family was selected by estimating the ^
secondary parameters a and Pon the basis of available operational data. The estimation was I
made by the use of traditional, frequency-based methods like maximum likelihood and various
moment matching methods. The inconsistency hidden in this mixture of Bayesian reasoning and
frequency methods as well as the difficulties encountered in the estimation of the second^
parameters led to the development work Uiat has been described by Pom^ and has been applied
in edition 3 of the T-book.

One important feature of the new approach is the expanded class of potential uncertainty
distributions for X. The expansion is achieved by contaminating tiie gamma distribution with a
"non-informative" part ^

p(Xie) = (l-c)-g(Xla,p) +cf(X), (1)

where Uie secondary parameter 0 stands for (a.p,c). ofwhich c denotes the mixing coefficient ^
between tiie informative distribution g(Xla,p) and tiie non-infoimative part f(X). The addition
of f(X) just emphasizes tiie total uncertainty in tiie tail areas of tiie disuibutions, tiic
specification of which is extremely difficult even if a substantial amount of observations were
available.

Witii regard to the quantities 0, X and tiie observations x we assume that Uic ^
hyperparameter 0has adensity p(0), tiiat tiie component specific parameters {Xj), given 0. are
iid witii p(Xl0), and given 0and {Xj}, tiiat tiie observed number of failures {xj) are independent
having density pCxjlXj), independent of0and all X's other than Xj.

Now, because there isuncertainty about which distribution in the expanded class above
is most appropriate for tiie description of our knowledge about X, tiie hyperparameter too Is ^
uncertain and handled by Bayes' method. Thus, instead ofselecting a specific distribution out



of the class, a non-infonnative a priori distribution p(0) is assigned to 0 and a posterior
distribudon p(0ix) is determined based on the observations x. The distribution p(0), non-
informative according to the principle of data translated likelihood*^ is mathematically
derived^ and approximatedwith

p(a. p. c) oc [a(a +p/1^ )J •P c (2)

where the average operation time ofthe components might be a reasonable choice oft,.
Having estimated the uncertainty concerning die hyperparameter 0 one returns to the

uncertainty around the primary parameter Xby the law oftotal probability

p(Xlx)= Jp(XI0).p(0lx)d0 (3)

This generic uncertainty distribution of 7^ displayed in the T-book in the form of mean value
and some percentiles, is used as a prior distribution in the determination of component and
plant specific posterior distributions. The plant specific distributions are discussed in aseparate
section of this paper.

The contaminated Bayes' empirical Bayes' method (CBEB) outlined above has been
found to be aconsistent, robust and practicable solution to the statistical inference problems in
tiie T-book applications. The distributions provided by tiie CBEB metiiod are significanUy
broader tiian tiie disuibutions generated by tiie earlier PEB approach, where much of tiie
statistical uncertainty is neglected.

MIXTURE OF TIME-AND DEMAND-RELATED FAILURES

Inearlier versions of tiie T-book tiie failure modes considered are of two different kinds:
time-related, for which failure rate Xis ofconcern (e g spurious stop, spurious opening, short
circuit) and demand-related failures, characterized by failure probability per demand, q (e g
failure toclose, failure to start). For tiie latter group ofcomponents one has found, by specific
analyses, tiiat tiie failure mechanisms tiiat are active during tiie stand-by time dominate very
often over tiie mechanisms occurring just at tiie demand occasion. TTiis phenomenon should
motivate tiie use of a Xj (failure rate during stand-by) ratiier tiian of q. Further, tiie estimation
of q requires data about tiie number of demands, consisting of periodical tests and real
activations. For some component groups such information is not easy to retrieve. On Ae other
hand, the total stand-by time is always relatively easy to obtain. Therefore, we think ii will be
an advantage in many cases to treat the q-failure modes as Xg-failures. There is also another
reason for such a move. The variability ofq for certain groups ofcomponents iscaused more
by variations of tiie activation interval witiiin tiie group tiian by otiier environmental conditions.
By using Xg this source ofvariation iseliminated.

Above we made a complete move from q- to Xj-failures. In reality, there is of coursc
botii types of failures. Therefore amodel, which takes botii types into account, has to include
two primary parameters, Xg mentioned above and qo representing tiie probability of failure
caused by failure mechanisms occurring at tiie demand occasion. If we, for tiie sake of
simplicity, use tiie signs Xand qto denote tiiese unknouTi quantities, tiie unavailability u(i) of
such a component at lime t since tiie last activation can be written

093-9
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u(t) =q+(l-(})(l-e-»') (4)

For sufficiently small values ofh, this unavailability can beapproximated by

u(t) =q + Xt, (5) r

after which themodel isusually named "q+ Xt-model".
Now, if the component is activated regularly, with interval T (between the tests) and n

times iri total suffering x failures, the likelihood canbewritten (using q' = 1-q)

p(xlqA) =(l-q'e* '̂'']*(q'e" '̂'')"** (6) ^
The likelihood (6) is applicable to components which have rather few real demands compared ^
with the periodicallyrecurrenttests. '

Going to the second stage ofa twostage approach, we presuppose a hyperparameter,
0=(a,p,a), such that for given 0we have p

i

p(W0) =g(Xlo.P) (7)

and .

p(ql0) =aq '̂ (8)

Thus the uncertainties of the primary parameters are tentatively described by classes of !
distributions that are conjugate with respect to the Poisson parameter X. and the binomial
parameter q.

For given 0, q and Xare assumed independent on each other, which means that p(q,AJ0)
can be written as the product of the two de^ities above. For the sake of simplicity, we have
not prescribed any contamination part like the one we introduced in case ofonly one primary m
parameter 3L To include contamination, but to avoid an increased number of hyperparameiers ^
one could presume a fixed contamination. Utilizing the assumption ofindependence between q
and X(for given 0), and the distributions (7) and (8), the likelihood function p(xl0) can be
written

P(xie) =
1=0 V' /

r{a)r{n-x + i+\) p
r{a+n-x + i + l) (n-i + O-r+p

a

(9)

Thus we have an explicit expression for the likelihood, for one observed component, in terms
of the hyperparameiers. For a set of components, the corresponding likelihood is simply the
product oflikelihoods in (9) with varying values ofn, T and x. Then the fmal solution rests on
the choice ofa prior disuibuiion forthehyperparameiers.

By the same type ofreasoning as in the derivation ofthe distribution (2) in the ID ca.se
the hyperparameiers a, pand aare assigned the non-informative disuibuiion

r n—*/2_i _i
p(a,p,a) « |̂ a(a +p/ij^) Pa (10)

i
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Thus there is no difference in the distribution of a and P, while the new parameter a is given
the a priori distribution p(a) = a-^ or equivalently, that log(a) has a uniform distribution, in
accordance withtheprinciple of datatranslated likelihood.

The "q+Xt-model" does not presume that these two types of failure are distinguished in
the empirical data, which in many cases would be very difficult todo. However, for the sake of
verification the failure types of some specific component groups have been studied^ with
regard to their time dependence. Then the valklity of the pure statistical approach of the 2D
"q+Xt-moder hasshown to besurprisingly good.

PLANT SPECIFIC DISTRIBUTIONS

Inaddition to the generic distributions inthe ID and 2D case outlined above the T-book
also provides plant specific unceitainty distributions. The components at a given plant - which
are a part ofthe totd statistical material - are still assumed to be individuals, even if they can
be expected to be more homogeneous tiian tiie generic group as a whole. The plant specific
distributions are derived as unifomiiy weighted posterior distributions, where the latter
distributions are based on component specific data and the generic distribution as a priori
distribution. It is to be emphasized tiiat a plant specific distribution still describes the
uncertainty concerning the failure rate of an individual component - a component that is
"typical" for thegiven plant

In the 2D case, Uie plant specific values are characteristics ofdistributions for Xthat are
conditioned by a q-value equal to its mean E(q). Most ofthe information about q is obtained
from failure statistics representing different testing intervals. By examples it has been shown
that the posterior distribution ofq is influenced very littie by component specic data, which
also could be expected as a component represents only one test interval. The same is also valid
for plant specific materials, because tiiese very often are quite homogeneous with regard to the
test interval. From tiie generic distribution p(q,Xlx) the mean value E(q) can be calculated, and
conditioned onthis mean value the plant specific distributions ofXaredisplayed in the T-book.

This choice of presentation mode was also dictated by the difficulty to conveniently
display multidimensional distributions. In tiie next edition of the T-book we will supplement
the tables witii integral values ofcomponent unavailability as a function oftest intervals, where
tiie uncertainty ofq and Xhave been utilized tiirough tiie law oftotal probability. Such integral
values can tiien become of direct usein tiie sO called integrateduncertainty analysis^.

If tiie amount of plant specific data is rather resuicted compared witii tiie overall data,
the procedure outiined above will result in aplant specific disuibution tiiat is ratiier close to tiie
generic one. Therefore, plant specific disuibutions can always be chosen for plant specific
analyses. Technically, the uncertainty distributions in the T-book, both generic and plant
specific ones, can be used as a priori distributions in component specific analyses. Furhter, if
tiie distributions are stored on a computer medium, tiiey can easily be used in uncertainty
analysis where total failure probabilities are needed.

CONCLUSIONS

The T-book, the handbook of reliability data of components in Nordic nuclear power
plants, the statistical approach ofwhich is discussed in tiiis paper, has the purpose to provide
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im

probability distributions p(X) to describe the uncertainty concerning the failure rate \ of
individual components. Likewise, in cases ofcomponent groups with different test intervals, n
the T-book provides characteristics of tiie 2D distribution p(q,X), where q denotes the
probability of failures with demand-related causes. This "q+Xt-model" has shown to be of great
interest in the community of nuclear safety analysts, especially in studies of test interval p
optimization. The distributions have been estimated on the basis of operating data that are
systematically collected into acommon database from aU nuclear power plants in Sweden and
twoBWRs in Finland. H

The concept and treatment of uncertainty in Uie T-book is founded on a complete '
Bayesian reasoning. Acentral feature of tiie Hayes empirical Hayes meUiod (HEB) described
above - and applied to botii ID and 2D probability models - is that it applies to groups of p
components, where the individual units are not necessarily identical with respect to Uie model
parameters. Instead the relation between the units is expressed by a tentative distribution for
the individual failure rales and, in the 2D case, also for the individual demand-related failure n
probabilities. The choice of this uncertainty distribution, partly describing the population
variability, is such that the distribution is flexible enough, that it stresses tiie uncertainty in
areas witii littie support from empirical evidence, and finally, Uiat Uie distribution is p
mathematicallytractable.

The metiiod as a whole has been found to be a consistent and practicable solution to the
statistical inference problems encountered in probabilistic safety assessment. In the
construction of tiie model more attention has been paid to a relevant description of Uie
uncertainty itself, rather Uian to any specific point estimate of Uie parameters. One
consequence of Uiis is Uie robusmess of Uie meUiod, by which we mean its sensitivity to ^
extreme cases, so called ouUiers. '
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INTRODUCTION

During the last 10 years, a number of Nordic research projects have had the common aim of
improving the capability of current Nordic level 1PSA:s to serve as tools for risk evaluation and
decision support. Specifically, the projects have addressed the evaluation of Technical
Specifications and the development and utilization of the living PSA concept. Aproblem that has
received much attention is the correct estimation of component unavailability, including time
dependent aspects ofcomponent and system unavailability.

Thus, the reliability of motor operated valves (MOV) in standby safety systems has been
analysed. The analyses concerned the coverage and representativity of testing, and the time
dependence of MOV reliability. Based on analysis of failure reporting, parameters for a time
dependent unavailability model could be derived for MOV:s.

Following this pilot project, the latest update of the Nordic Reliability Data Book has derived
and presented time dependent failure data for a number of crucial components in standby safety
systems.

Finally, in an ongoing project, the time dependent component model has been further refined,
and anumber offull scale living PSA applications have been carried out for aSwedish BWR.

This paper will give an outline of the analyses performed to generate and use time dependent
unavailability modelsfor stand-by components,

ANALYSES OF MOTOR OPERATEDVALVES

Within the joint Nordic research project NKA/RAS-450 "Optimization of Technical
Specifications Using Probabilistic Methods"^, a number of analyses dealt with the problem of
deriving realistic failure data for motor operated valves (MOV) in standby safety systems. The three
main areas of concern were:

• Coverage of testing
• Applicability oftest failure data atreal demands
• Time dependence of MOV reliability
Figure 1summarizes the problems encountered in testing stand-by components and in deriving

reliability parameters based on the outcome ofthese tests.
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Problems involved

Test conditions different
front real demand

Test may cover only part
of the component

Ageing and test
inefficiencymay have
been disregarded

Assumption on degree of
time dependence.
Estimation of time
independent part

PERIODIC TEST

COMPONENT
WORKS

Component
function assumed to

be verified

Component assumedto
be "as new"

TEST TEST TEST

COMPONENT

FAILS

Removal of

failure

4
Writing of

failure report

Preparationof
quantitative
failure data

Problems involved

Test covers only part of
the possiblefailures

Not allfailures removed
NewfaUures may be
introduced

- coverage ofreporting
- correctness ofreports
- information reported

- definition ofcomponent
boundaries

- groining ofcomponents
' number ofdemands
' statistical treatment

Figure 1. Problems involved intesting stand-by components and inderiving reliability parameters

Time dependence of MOVreliability

Component data estimates for Nordic PSA:s are toa large extent based on a common failure
reporting system (ATV), covering all Swedish nuclear power plants and Fmnish BWR:s (14 plants).
The ATV data base has been extensively used for deriving component failure data for vital
components. A Nordic Reliability Data Book^ is published eveiy three to five years and has been
used extensively in Nordic PSA work. Early editions of the book presented only mean failure
probabilities for stand-by components; this was increasingly seen as a shoit-coming.

The analysis of the time dependent unavailability of stand-by MOV:s was based on failure
reports in the ATV data base. The main objective of the analysis was to demonstrate in a pilot
project how and to what extent existing failure reporting can be used to derive time dependent
reliability characteristics for stand-by components. MOV:s were smdied because they comprise a

' high number of components with a low degree of inter-plant variation with respect to design,
operating conditions and preventive maintenance program.

The time dependent component unavailability isassumed tobedescribed by

q(t)e qo + X,(t-TL) (1)

where qg is the time-independent failure probability, \ the standby failure rate, and TL the
time for the latest test. More generally. TL represents any time point when a latent failure could
have beendetected. Thiscan be at a surveillance test,at preventive maintenace or at a realdemand.

The analysis covers a total of78 plant years/ 33(X) valve years, during which period about 110
critical failures were reported. In the analysis, the valves were divided into groups according to their
test interval (TI); Tl=3 days, 2 weeks, and 1,3 and 12 months. Failures were classified according to
criticality, failure cause, and time of detection (operating year or revision period). For the test
interval 12 months, there is a concern, that the number of failures may have been underestimated.
Thereason for this is that thetotal number of failures reported during the plant refuelling outage is
very high, and that failures detected in periodic testing cannot be positively identified.

n

n



PSam n / Derivatioo ofTimeDepecdeat Component Unavailability Models andApplication to Nordic PSA:s

The main resultof the analysis, i.e. the MOV unavailability as a function of test interval length
based on all plants is shown in figure 2. The straight line is a least square fit to the unavailabiliy
points, described by the formula q(t)« 1.4*10"^ +2.8*10~^*t.

2.50E-02 T

2.WE-02 ••

§ 1.50E-02

l.OOE-02 ••

5.0CE-03 --

0.00E400

4 6 8

Tttit lnt«fvai (months)

Figure2. Plot of theunavailability ofMOV:s asa funcUon oftest interval length

Validation of Results

The results and conclusions from the data analyses are sensitive to a number of factors. As
some of these may have considerable influence, some further comments will be given, based on
conclusionsfrom the projectsdescribed in this paper.

Analysis Method. In the MOV analysis, it was tried to validate the least square fit results by
grouping the failures that had occurred into time dependent and time independent, and deriving time
dependent parameters based on the resulting size of these groups. The results were unconclusive,
partly due to lack ofinformation in the written failure descriptions and partly because many failures
have characteristics thatappear to involve both time dependent and time independent elements.

Failures Per Valve Year. To get a measure of the effects of differing test intervals without
involving the number ofactivations, the number offailures per valve year was calculated for each of
the groups of MOV:s. The resuh was:

• 2.6*10"2failures/valve year forTI=l month
• 4.2*10"2 failures/valve year for TI=3 months
• 4.4*10*^ failures/valveyear for Tl=12 months
In conclusion, there seems to be a correlation between number of failures per valve year and

test interval length. The results also indicate that the total number of failures with test interval 12
months may have been under-estimated.

Plant Level Results. When comparing the MOV unavailability of different plants, a definite
common tendency in the time dependence was found, while the mean unavailability differed
considerably. It was also concluded, that these variations are partly due to differences in reporting
practices.

BWR Generation (Ageing). The plants represent three generations of ABB Atom BWR;s. A
comparison of mean unavailability and of time dependence yields the result, that older plant
generations have higher mean unavailabilities than newer ones, but that the time dependence (i.e.

093 - 15
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the slope oftheQq + T^t line) isnotsignificantly different.

Plant Systems. The systems analysed were the auxiliary feedwater system, the emergency
core cooling system, the residual heat removal system, and the shutdown cooling system. No
significant differences inMOV unavailability could beidentified.

Valve Dimensions. In previous versions of the Nordic Reliability Data Book, MOV:s were
grouped according to valve dimension. Therefore, a comparison with the same grouping was made
based on the present data. No significant differences inMOV unavailability could be identified.

I I

P

Test InefBciency. The unavailability model used intheMOV analysis assumes thecomponent
is "as new" after testing. This disregards test inefficiency. Measures of test inefficiency are p
extremely hard toderive from failure data and therefore usually disregarded. In an analysis ofdiesel '
generator data'̂ , 1% of the failures could be attributed to test inefficiency; this was shown to
correspond to 31% ofthediesel generator unavailability.

Time Dependence of Common Cause Failures. In living PSA applications, time dependent
CCT:s of redundant components must be modelled. The choice of approach will have decisive
influence on the level of system unavailability. In NKS/SIK-1 applications, it was assumed that
CCF phenomena have the same time dependence assingle failures.

The Nordic Reliability Data Book

After the conclusion of the NKA/RAS-450 project, a third edition of the Nordic Reliability
Data Book (1992)2 hasbeen issued. This edition presents time dependent unavailability parameters
for components in standby safety systems. The parameters presented are qpCtime independent
failure probability), ^(stand-by failure rate), and Xj(runtime failure rate). The following are
examples ofcomponent groups included inthe data book:

• Centrifugal pumps • Motor operated control valves
• Reciprocating pumps • Safety valves
• Pneumatical isolation valves • Diesel generators
• Check valves • Gasmrbines

Derivation of Living PSA Component Models

The ongoing Nordic Project NKS/SIK-1, "Safety Evaluation"^ has defined and demonstrated
the use of living PSA (LPSA) for safety evaluations and for identification of improvements in
operational safety.

In this project, routines and procedures of how to utilize LPSA are demonstrated in case
smdies. The demonstrations include applications such as planning of surveillance tests and test
schemes, maintenance planning, optimization oflimiting conditions ofoperation and risk control of
exemptions from Technical Specifications.

Often, "living PSA" simply means that a PSA is kept up to date with plant changes. Here, a
much widerdefmition is used.Thus,LPSAimplies making use of the dynamic properties of a PSA
to assess, monitor and follow up plant risk. The modification of static component and system
models into dynamic ones is the main effort tobe carried out in the development ofa basic LPSA
model.

In table 1 key features of the LPSA approach as covered in the Safety Evaluation project are
summarized.

In an LPSA model, all observations, such as maintenance and repair should be included and
easily updated in order to reflect changes in component configuration. This requires an extensive
and flexible component model®. The basic model used in the project, is an extension of the
component model used in the Nordic Reliability Data Book, including unavailability due to test and
repair, and with the possibility to model periodic testing. The model should account for the fact that
some failures cannot be detected in tests, but will only mainfest themselves at a real demand. A

n
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r\



m

fm

PSam n / Derivation of TimeDependent Component Unavailability Modeband Application to Nordic PSA:s

general model, covering all combinations of time-dependent and time independent failure modes,
detectability with respect toboth modes, etc. isdifficult tocreate, and even more difficult to apply.

Figure 3 describes the model. TI is the test interval, TR the average repair time, TPM the
average (scheduled) preventive maintenance time, and TPMI the average preventive maintenance
interval. Theriskimpact from thehidden andevident unavailability is controlled in different ways:

• Hiddenunavailbility is controlledby optimization of test intevals
• Evidentunavailability is controlled by optimization of allowed outagetimes (AOT)

Table 1. LivingPSA as studiedin the NKS/SIK-1 project

Long term risk planning Risk planning of operational
activities

Risk analysis of (^>erating
experience

Aoproach Risk assessment Risk monitorinK Risk follow-up

Result • Identification of risk

contributors.

• Comparison of alternative
designs and procedures

• Test and maintenance

planning.
• Evaluation ofTechSpecs
• Operationaldecision making

• Analysis of operating
expertience.

• Feedback ofoperational risk
experience.

• Verification of PSA models.

Risk measure Nominal risk.

Baseline risk

Instantaneous risk Retrospective risk
Probabilistic indicators

Objective To continue the risk assessment

processstarted with the basic
PSA by extending and
improving the basicmodel and
data to provide a general risk
evaluation tool for analyzing the
safety effects of changes in
plant design and procedures.

To suppot the operational
management by providing
means for searching optimal
operational, maintenanceand
testingstrategiesfrom the safety
point of view. The results shall
providesupport for risk decision
making in the short term or in
the planning mode.

To provide a general risk
evaluation tool for analyzing the
safety effects of incidents and
plant stanis changes. The
analyses are used to identify
possible high risk situations,
rank the occurred events from

the safety point of view and get
feedback from operational
events for the identification of

risk contributors.

UNAVAILABILITY OF

STANDBY COMPONENT

hidden unavailability

time independent time dependent demand time failure

failure failure

\rnnqn

Figure3. Astandby component unavailability model

evident

unavailability

preventive repair
maintenance

TPMHTMI (qo+ X,*TI)TRn-l

In a number of demonstration case studies, an LPSA model for the Oskarshamn 2 BWR has
been developed and evaluated^. Time dependent component models were introduced and updated
with data from the Nordic Reliability Data Book. Figure 4 shows the variations of the plant risk
level over one operating year with the existing test scheme. The risk measure is the relation between
the instantaneous risk f(t) and the baseline risk f^. By making systematic use of time dependent
component data and risk importance measures, the number of tests could be reduced by 43'̂
without increasing the average risk.
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Figure 4. Evaluation of test intervals forOslcarshamn 2 BWR
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ABSTRACT

This study presents the use of human reliability analysis (HRA) to suppon the
characterization and failure rate quantification of activities associated with gunnery range
ordinance disposal. The accident sequence evaluation program (ASEP) nominal HRA
technique for pre-accident activities was used to estimate the human error probabilities
(HEPs). Four major task groupings were identified and analyzed. They consist of the
following: detection of ordinance by a walking ground search, safe excavation of
ordinance, ordinance characterization, and use of explosives in ordinance disposal. A
subject matter expen participated in the study and recover}' factors were modeled
according to ASEP procedures. Findings are discussed in terms of the usefulness of an
ASEP job performance aid applied during the course of the study and the ability of the
ASEP approach to support HRA for DOE facilities.

INTRODUCTION

In the 1940s a gunnery range was contained within the current boundaries of the Idaho
National Engineering Laboratory (INEL). The range was used to determine the efficacy
of various munitions for the U.S. armed forces. To this day unexploded projectiles
remain, some which are partially exposed and others completely below ground level.
INEL is in the process of implementing new environmental programs that will result in
the construction of new facilities at various locations. Because of the lack of information
available regarding the disposition of ordinance in certain areas of the site, i.e., their
presence and potency, a program has been undertaken regarding identification and disposal
of the explosive ordinance. As part of this effort, EG&G*s chemical and radiological risk
assessment unit and human factors and system analysis unit conducted a limited scoping
study of important human errors for a technique being used at the site for explosive
ordinance disposal.
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METHOD n
I

Scope
I-*

A limited scope analysis requires that human error estimates be determined for
relatively high level tasks. The goal of this analysis was to suppon emerging DOE
requirements in the areas of human factors and human reliability analysis present in DOE p
Order 5480.23 (1990) for important aspects of proposal ordinance disposal activities
without completely decomposing the activities into their discrete subtasks. The Accident
Sequence Evaluation Program (ASEP) (Swain, 1987) nominal human reliability analysis ^
(HRA) technique for pre-accident tasks was selected as a method of estimating human / ^
error probabilities (HEPs) for the activities identified. ASEP was chosen because it can
provide conservativeerror estimatesof high level tasks given minimal task decomposition.
The analysis was accomplished with the assistance of a subject matter expert (SME) for
the ordinance disposal activities. ASEP was used to provide scoping type estimates as
opposed to performance of a resource intensive, detailed HRA (Procedures for indepth
HRA may be found in Swain and Guttmann, 1983).

Procedure

I \

n

I !

n

Discussion with the subject matter expert was used to characterize the ordinance
disposal activities and obtain details relevant to estimation of errors of interest using
ASEP. Important steps and relevant details were determined for each of the following
activities: visual sweep, geophysical survey, ordinance excavation, ordinance '
characterization, and disposal of ordinance by using explosives. The geometry of walking
search lines including placement of trained supervisors and searchers is specified. H
Geophysical survey includes use of metal detection equipment. Excavation of buried
ordinance is performed with heavy equipment for deeply buried ordinance and hand tools
are used within the last two feet of depth. During excavation a metal detection survey is H
specified prior to every two feet of depth excavated. Ordinance characterization is
performed using written descriptions and pictures relative to ordinance and markings,
requires agreement between technician and supervisor, and provides access to additional
trained experts. Disposal of ordinance using explosives includes relevant administrative
type controls concerning area, personnel, and use of initiators for detonation systems. At
.the time the analyses was performed, no data base regarding failure rates associated with f**?
the activities was available for review.

Four aspects of the ordinanceactivities were identified by the SME as key to overall
task success. These are: detection of ordinance by a walking ground search, safe n
excavation of ordinance, characterization of ordinance, and use of explosives in ordinance
disposal. ASEP was used to estimate an HEP and associated error factor (EF) for each
of these operations. Aspects of the substeps of the operations were considered in the n
analysis but subtasks were not modeled separately as they would be in a detailed HRA. I
Details pertaining to substeps were maintained in an engineering design file (EDF).

fm

Job Ferformance Aid

A one page job performance aid for HEP estimation using the ASEP pre accident
nominal technique had previously been developed by the human factors and system ^
analysis unit Richards, 1992). This aid provides systematic consideration and
documentation ofthe necessary assessments required to estimate the particular ASEP table ^
item (i.e. ASEP CASE) that applies for a particular task. Each ASEP CASE represents
a particular mix of specific recovery factors including: the presence or absence of a



compelling signal for the initial error, the effectiveness of post action or calibration type
tests, second person or original performer verifications, and shiftly checks. The job
performance aid is presented as Table 1.

^ Assumptions

The ASEP nominal pre accident approach uses a basic HEP estimate of .03 for
omission and commission error (.02 omission plus .01 commission). This estimate is then

" modified based on the presence of specific recovery factors identified for the actions
analyzed. The basic HEP is multiplied by the failure probability estimates (.1 or .01
depending on type of ASEP recovery) for each specific recovery factor assessed. The
basic HEP of .03 assumes adequate human factors for the action. If human factors are
assessed as poor, then ASEP specifies employing a basic HEP of .05 in place of .03.
Based on the description of staffing, training, procedures, administrative control,
workload, psychological stress, reference material, ordinance markings, and other related
variables by the SME an assumption of adequate human factors is used for theoperations
analyzed. Other assumptions for the analysis include the following. It is assumed that

^ written procedures and steps are correct. TheASEP modeling estimates the failure of the
specified activities due only to human error (i.e. hardware failures are not modeled in this
ASEP HRA). Each HEP estimate provided is an estimated failure rate per each

1-^ performance of the action (i.e. HEP per demand).
The ASEP procedure also provides estimated error factors for each HEP (multiplying

and dividing the HEP by the error factor respectively provides the upperand lowerbound
estimates for the HEP). The following section presents and discusses the four ASEP
estimates (and associated error factors in parens) from the ordinance analysis. The ASEP
table reference for each estimate is provided. Chapter 5 of ASEP provides details about

^ the ASEP nominal methodology for estimation of HEPs for pre accident tasks.

nm

RESULTS

Table 2 presents the HRA findings. The following paragraphs provide a discussion
of each potential error, the error probability estimates, and the ASEP table references.

Table 2. ASEP HRA for ordinance disposal.

Task- Median HEP Error Factor Table Reference

Detect Ordinance .003 10 5-3, III

Avoid forceful contact .0003 10 5-3, VI

Ordinance characterization .003 10 5-3, III

Explosives attachment .003 10 5-3. Ill

The ASEP HEP estimate for "failure to detect an ordinance during the walking
ground search" is .003(10). The ASEP reference for thisestimate is Table 5-3, Case III.
Recovery credit is given for a second person verification. ASEP requirements for a
written check off to assess credit for the verification is relaxed for this estimate. It is
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I I

assumed that the configuration and staffing of the search lines and the inclusion of a
separate geophysical search using metal detection equipment is analogous to a second ^
person verification, and that the formal nature of the procedure is analogous to a written
sign off. During discussion with the SME the order of the visual and geophysical search
was not confirmed. From a human factors perspective the optimal order in terms of safety
would seem to be geophysical search followed by visual search.

The ASEP HEP estimate for "failure to avoid forceful contact with ordinance
during excavation due to failure of proximity detection" is .0003(10). The ASEP
reference for this estimate is Table 5-3, Case VI. Recovery credit is given for a post H
maintenance/post calibration type test. The estimate assumes that geophysical survey is
specified prior to every 2 ft depth of excavation using appropriate metal detection
equipment/procedure, and that only small hand tools are used for the last 2 ft of P|
excavation depth. This ASEP estimate assumes that the geophysical survey is analogous
to a post maintenance/post calibration type test.

The ASEP HEPestimate for "failure of characterizationof unexploded ordinance"
is .003(10). The ASEP reference for this estimate is Table 5-3, Case III. ' '
Characterization of theordinance refers to identification of ordinance, fuse, and explosive
type. Recovery credit is given for a second person verification. The estimate assumes
that the assessment of a well trained explosive ordinance disposal (EOD) expert is
confirmed by an experienced EOD supervisor, and that the verification includes the use
of written documentation specific to the ordinance type encountered. fn

The ASEP HEP estimate for "failure of safe attachment of explosives" used for i i
ordinance disposal is .003(10). The ASEP reference for this estimate is Table 5-3,
Case III. Recovery credit is given for a second person verification. Assumptions include p
an independent verification and sign off by aqualified expert for the absence of unwanted I ,
initiators for detonation systems.

n

SUMMARY AND CONCLUSIONS

n
This limited HRA was deemed by Radiation Control management to suppon the ! 1

analysis report (SAR) process required as part ofINEL response to DOE Order 5480.23.
The ASEP nominal technique for pre-accident tasks was useful for determining scoping ^
value HEP estimates for high level tasks associated with the ordinance disposal activities , j
and required only minimal task analysis and decomposition of tasks. The SME facilitated
identification of the high level tasks used to support the risk assessment. The role of the
SME in supponing HRA activities isa necessary one. Use of the job performance aid for
data collection facilitated timely identification and evaluation of task characteristics needed
to perform the ASEP analysis.

The basic HEPs provided by ASEP are based on data from assembly and control room p
type tasks. Therefore the quantitative results ofthe analysis described cannot be considered
realistic estimates of the "true" error rates for the tasks analyzed. This is the case because
empirical conformation of the applicability of the basic HEP from ASEP to the identified ^
ordinance disposal tasks is lacking. The analysis isvaluable as a systematic identification
of the type of recovery factors existing for each task. The HEP estimates are useful as
indices of relative error likelihood between the tasks analyzed. ^
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NUCLARR CASE STUDY FOR A SGTR SEQUENCE*

David I. Gertman, Wendy J. Recce,
MichaelB. Calley,and CurdsL. Smith

Reliability Analysis and Applied Mathematics Croup
Idaho National Engineering Laboratoiy
Idaho Falls, .Idaho 83415

ABSTRACT

In this paper, typical probabilistic risk assessment (PRA) measures of core damage
ftequency (CDF) were interpreted in the presence ofuncertainty md impo^ce evaluanon in
order to establish the generalizability ofthe failure rate information contained mthe Nt^lear
Computerized Library for Assessing Reactor Reliability
preliminary case study comparison between the failure data contained in the NUl^G/ra-4550
PRA for Surry Unit 1 steam generator tube rupture (SGTR) sequence
for that same sequence are presented. Implications regarding general use ofNUCI-ARR as a
source of failure rate estimates and the ability of IRRAS 5.0 to support future case study
comparisons are discussed.

INTRODUCTION

The Nuclear Computerized Library for Assessing Reactor Reliability (NUCLARRj is an
NRC-sponsored data.management system for storage and retrieval of human eiror probabibnes
(HHPs) and hardware component failure data for use in probabilistic risk assessment (P^)
efforts.^ This database was originally designed to support generic safety issue resolutior^
determine important trending information, and to provide a research basis for nsk-based
regulation.^ Risk analysis practitioners typically have used NUCLA^ to verify failure rates
for specific components or for individual operator actions. Estimates of the de^^f
correlation with contemporary analysis of event sequences have not been reported. The
analysis presented in this paper uses NUCLARR estimates for an event sequence and
compares the resulting core damage firequency (CDF) to contemporary efforts to charactenze

NUcSSrRdeludes data collected from adecade of U.S. reactor studies. Candidate data
from PRAs or other special studies are screened and processed by a review con^nee
knowledgeable in PRA, human reliability analysis (HRA), and reaaor operations accordmg to
procedures documented in NUREG/CR-4639. Volume 3.^ Data from intemation^ wurces
such as TOV Rheinland-Germany, the Swedish Nuclear Power Plant Inspectorate (SKI), and

a Work supported by the U5. Department of Eneigy under DOE Contract nunober DE-AC07-
76ID01570. Earher work referenced in this article was sponsored in partby theU5. Nudear
Regulatory Commission. The opinions expressed herein are solely those of the authors, and do
not necessarily reflect views of the DOE, NRC or any other U.S. Department or Agency.
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the Nuclear Safety Board ofSwedish Reactors (RKS) is also available in IWCLARR. Data
from Eastern European and Russian-designed reactor facilities are also being processed for
inclusion. ^

Case Study and Data Selection

Although cut sets for all five well known and widely referenced NlJREG-1150^plmts
were available at the INEL in the Integrated Risk and Reliability Analysis System (IRRAS)
5 05 computer code, the Surry plant was selected because the steam generator tube rupture
(SGTR) wuences in the Surry PRA include hardware failures and human errors associated
wiih leco^. (Human errors in the SGTR sequences were ofpartiailar interwt toause one n
of the goals of this case study was to address whether the HEP side of NUCLARR would
correlate with HEP estimates in theSuiry PRA.) . i r

Despite the fact that the SGTR initiating event category contnbutes approximately four ^
percent ofthe total CDF, the SGTR sequences are interesting because ofthe mix ofcompOTent
failures and human actions involved. Of the nineteen SGTR sequences presented in Ae PR^
SGTR Sequence 8(TtOdQs) represents failure of the steam generates integrity combined wth
operator failure to depressurize. These events lead to an evenmal depletion ofthe refuelingwater storage tank (RWST) inventory through the unisolated steam generator. Sequence 8^
selected for further analysis because this sequence accounts for 87.5% of the SGTR
contribution to theoverall CDF. n

Plant systems and accident sequence details are summarized from Section 4.4.o ot
NUREG/Cai-45506 in the followingparagraphs.

The SG initiator (T-7) causes a breach in the prin^ pressure boundary into the f-i
secondary side pressure boundary. Success criteria involve maintaining both the
primary and secondary side pressure boundaries. As pan of this sequence,
normally open effluent lines to the steam generator must be isolated because they
now represent open effluent lines to the primary system. H

The SGTR isassumed to beadouble ended rupture ofa single tube which results
inan outflow that requires an equivalent makeup flow of600 gpm. Actuation of ^
safety injection (SI) occurs on low pressurizer pressure. Turbine trip, main
feedwater isolation, and stan of auxiliary feedwater occur on the SI signal.
Operators must identify and isolate the ruptured SG. These actions include
closure of the main steam isolation valve, auxiliary feedwater inletvalve, steam n
generator blowdown line, and turbine driven pump steam admission valve.
Complete isolation requires reactor coolant system (RCS) pressure to be less than
the SG pressure. ^

. I

TECHNICAL APPROACH

Failure rate estimates were obtained from NUREG/C31-4550 and compared directiy to
estimates generated fix>m NUCLARR. This included using aggregation routines available in
NUCLARR, as documented and defined in NUREG/CR-4639, Volume 4P

NUCLARR Search Strategy

NUCLARR data searches were limited toU.S. data collected after 1982 and specified by ^
the components identified in the SGTR Sequence 8. In addition to searching individual
components, searches were conducted on the basis of similar event sequences, i.e., those
involving SGTR accidents. Surry data are included inthe NUCLARR data base but were not
used so that their contribution to the NUCLARR data set would not impact the correlation
between the NUREG/CR-4550 and NUCLARR data sets. Event sequence analysis was
perform^ with IRRAS 5.0.



IRRAS Usage

The IRRAS computer code was used to evaluate the SGTR sequence for four different
facets of analysis. First, the sequence minimal cut sets were generated from the Surry PRA
logic models. Second, the minimal cut set upperbound (Le., mincut) was calciJated from the
sequence minimal cut sets. The mincut was ^culated using the following equation:

where

Mc=i- n a-Pi)
i=l

n = total number of minimal cut sets, and
Pj = probability of the i'th cut set

Third, the sequence uncertainty was evaluated through the use ofMonte Carlo sampling.
And fourth, theFussell-Vesely^ importance wasevaluated foreachevent in thesequence cut
sets. The Fussell-Vesely importance was calculated using thefollowing equation;

FV = [F(x).F(0)]/F(x)

F(x) = mincut evaluated using themean values forthebasic events, and
F(0) = mincut evaluated with the basic event inquestion set toa probability of zero.

where

FINDINGS

Failure Rates and HEP Estimates

Table 1 presents a matrix of the component failure rates, HEPs, and associated error
factors from NUREG/CR-4550 and NUCLARR. The first row in the table identifies the
source and type offailures. The second row presents the component failure rates, HEPs, and
associated error factors identified in NUREG/CR-4550. The third row presents the failure
rates, HEPs, andassociated errorfactors generated with NUCLARR. All failure rateestimates
presented are mean values.

Source

Air

operaied
Valves

Motor

operaied
Valves

HEP HEP

#2

HEP

#3

HEP

M

NUREG/ l.OE-3 l.OE-3 6.4E-2 6.8E^ 3.4E.3 2.9E-2

CR^550 (EI^3) (EF=3) (EF=10) (EB=10) (EF=10) (EF=10)

NUCLARR 3.14E-3 6.25E-3 6.14E-3 6.14E.3 . 6.14E.3 1.2E.2

(EI^8.4) (EFb4.1) (EB=2.4) (EFb2.4) (EF=2.4) (EF«1.8)

KEY

HEP: #1= i^ure ofoperator lo tenninaie flow from stuck open PORV; #2= failure ofoperator to terminate
flow from turbine driven pump steam line during SGTR: #3= failure ofthe operator to terminate flow from SG
blowdown line; #4b operator fails todepressurize/cooldown RCS during SGTR.

Corresponding component failure rates from NUCLARR were substituted in IRRAS 5.0
for failures of motor operated valves and air operated valves (the failure mode for the two
components was fails to transfer). Also. HEP estimates from NUCLARR were substituted in
IRRAS 5.0 for associated human errors.
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Mincut Evaluation

The SGTR Sequence 8 mincut was calculated for two cases. Case 1 evaluated the
sequence using the original Surry PRA data. Case 2 evaluated the sequence using the
NUCLARR data described in Table 1. These two cases were evaluated using a probability
truncation limit of l.OE-12. The mincut for Case 1 was calculated to be 1.4E-6 while the
mincut for Case 2 was calculated to be 1.2E-6.

Uncertainty Evaluation

The uncertainty for the twocaseswasevaluated through Monte Cariosimulation. A total
of 5,000samples were performed for each case. The results of the uncertainty analysis are
summarized in Table 2. As seen in die mincut results, the uncertainty analysis results for the
two cases are very similar. Specifically, the meanand 95th percentile values for the two cases
showcloseagreement The 5th and 50thpercentile values showa litdedifference between the
two cases, but generally these percentile values are de-emphasized relative to the mean and
95th percentile values. This is because, where safety is concerned, it is common practice to
use the mean and/or upper bound indexes rather than &e median and/OT lower bound indexes.

Parameter

Case 1
NUREG/CR-4550 data

Case2
NUCLARR data

Mean 9.6E-7 l.IE-6

Sth Percentile 7.7E-9 7.1E.8

50th Percentile 1.4E.7 5.1E.7

95th Percentile 3.4E.6 3.7E-6
Standard Deviation 4.3E-6 2.5E-6

n

n

Importance Evaluation

The importance for the basic events in the sequence was evaluated using the Fussell-
Vesely importance calculation. Table 3 shows the top ten important basic events for the two
cases. The Case 2 importance results indicate the basic event and the position of that event
from the Case 1 imponance results. In gener^, the top ten important basic events for the
NUREG/CR-4550data case appear in the top ten list for the NUCLARR data case (i.e., Case i
2). One event moved from 16th place for Case 1 to second place for Case 2 on the Fussell-
Vesely importance list. This event was MSS-XHE-FO-ISAFW, whichrepresents the operator
failing to terminate flow from the steamgenerator blowdown lineduringa SGTR. The Surr>'
PRA listed this failure rate as 6.8E-6 per demand while the NUCLARR-generated data
identified the failure rate as 6.1E-3 per demand. It is interesting to note that even though the
failure rate for this human error probability event increased by three orders of magnitude, the n
sequence mincut stayed about the same. l

Case 1
NUREG/CR-4550 data

Casc2
(Case 1 Position) NUCLARR data

1. RCS-XHE.FO.DPRT7 (1) RCS-XHE-FO-DPRT?
2. REC-XHE-FO-DPRES (16) MSS-XHE-FO-ISAFW
3. MSS-SRV-OO-ODSRV (3) MSS-SRV-OO-ODSRV
4. PORV-NOT-BLK (2) REC-XHE-FO-DPRES
5. SGTR-SGSRV-ODMDl (5) SGTR-SGSRV-ODMDl
6. PORV-BLK (6) PORV-BLK
7. SGTR.SGSRV.0DMD2 (4) PORV-NOT-BLK
8. MSS-XHE-FO-BLOCK 0) SGTR-SGSRV.0DMD2
9. SGTR-SGADV^DMD (12) REC-XHE-FO-GAGRV

10. MSS-SOV-OO-ODADV (11) lAS-CCF-LF-INAIR



SUMMARY AND DISCUSSION

The case studycomparison between Suny data and NUCLARR and generated datafor a
^ SGTR sequence pi^uc^ equivalent results. The mincut values obtained using IRRAS 5.0

were on the same orderor magnitude (l.OE-6) for both data sets. There was a minor shift in
the Fussell-Vesely importance rankings, but the top ten events were basically the same. The

^ most significant shift was for the "operator terminates flow from the steam generator
blowdown lineduring thetuberupture" event Thisevent shifted from 16th in theimportance
listwith dieoriginal data to second in the importance listwith theNUCLARR data. This shift
can be attributed to the nature of NUCLARR HHPs. The variability of NUCLARR HEPs is
due to a range of performance shaping factor (PS^ attributes, including a large number of
instances where more than one PSF is less than opdmal. (PSFs can either raise or lower HEP
values.) Additionally, a number of HRA quantification methods are represented. The plant
specific value for this human error was a non-conservative estimate that accounted for the
positive influence that procedures, training, and plant interface had on the operators'
peifonnance. TTie plant specific value for this human error was 6.8E-6.

Uncertainty analysis findings were also supportive of using IWCLARR. to assist in
m quantif^g event sequences. Comparison of the mean and 95th percennle results indicated that

therewaslittledifference between theSmrydataandNUO-ARRdata. A smalldifference was
indicated for comparisons of the lower bound (5th percentile) and the mectian (50^ percentile)
values. This difference is influenced by the smaller error factors associated with the HEPs

^ obtained from NUCLARR. The Suny data tended to use an error factor of 10 for all HEPs.
TheeiTor factors for theNUCLARR generated datareduced theoverall sequence uncertainty as
indicated in the uncertainty results for Case 2.

Also, two of the HEPs ftom NUCLARR were higher than the HEPs used in the Suny
" PRA. The HEP fttsm NUCLARR for operator failure to terminate flow from turbine driven

pump steam line was three orders of magnitude higher. The HEP from NUCLARR for
operator failure toterminate flow from the steam generator blowdown line was almost a factor
of two higher. Even so, the minimal cutset upperbound values were indis^guishable.

During this analysis, a number ofmeth(xiological insights were gain^. First, the rule-
based recover)' factors for the sequence cut sets that IRRAS 5.0 uses facilitated the analysis.
Appropriate recovery factors are automatically applied tothe failure cutsets. Second, obuuning
NUCLARR values required a relatively large number of datasearches. Datawereobtainable,
but required expertise on the part of the analyst to obtain the appropriate data.
Recommendations for enhancing thesearch strategy generator portion of NUCLARR are under

^ review. Third, the single smdy comparison presented herein needs to be duplicated for another
plant orfor additional sequences at the same plant S^uences where human error has been
shown to dominate the CDF such as during lossof offsite power would present an interesting
case study . Lastly, the efficacy of NUCLARR values to suppon PRA for passive systems
analysis, such as that proposed for AP600 designs, may be achievable and warrants further
study.
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INSI6HTS INTO PILOT SITUATION AWARENESS
USIN6 VERBAL PROTOCOL ANALYSIS

Harold Blackman, Christopher Sullivan, and
Karen Seldler

INEL/EG&G Idaho Inc.
P.O. Box 1625
Idaho Falls, ID 83415-3850

INTRODUCTION

In recent years, the Importance of situatlonal awareness (SA) In pilot
mission success has been recognized and efforts to find ways of improving

r, and supporting SA In the cockpit have Intensified. The <:oncept of
situational awareness is intuitively appealing. It addresses the idea that
some individuals are "aware" of past, existing and future states of a
situation and such "awareness" enhances performance. However, actually

^ identifying the underlying components of SA irt order to operationalize the
concept has proved problematic. The difficulty of measuring pilot SA
arises because SA is in large part a product of covert cognitive processes
occuring within the complex context of an operational aviation setting.
The present study examined the utility of using verbal protocol analysis as
a possible tool for capturing some of these complexities. It was believed
that verbal protocol analysis would provide a relatively unobtrusive means
of tapping into the internal processes of the pilots through accessing
infonnatlon currently being held 1" "^klng n^ory and ^^ectly
available for reporting (Ericsson and Simon, 1984). Specifically, the
content of think-aloud verbalizations of both expert I"

" combat situations was examined to see if it could be used to discriminate
quality of SA. In this study, experts were assumed to h^e better
situational awareness than novices. Each group of.

^ different scenarios on an F-16 Air Intercept Trainer (AIT). The scenarios
simulated air-to-air interception of one, two, and four enemy jy
a single F-16 fighter pilot. The different scenarios were designed to
represent increasing attentional demands on the
verbalizations of the pilots were recorded, encoded and analyzed for
content that might reflect different aspects of SA.

HETHOD

Subjects

Twelve F-16 Air Force reserve pilots served as subjects. Six were
expert pilots and six were novice pilots. The experts were instructor
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pilots with flight time in the F-16 ranging from 1000 to 2000 hours.
Novice pilots had only recently completed their introductory F-16 training
course and their flight time in the F-16 did not exceed 80 hours.

Apparatus and Flight Scenarios

An Air Intercept Trainer (AIT) flight simulator was used to present
mission scenarios. The AIT is a fixed-base simulator with a head-up
display and the standard radar configuration for an F-16. Three air
intercept mission scenarios were flown by each pilot. The scenarios
differed in the number of enemy aircraft to be Intercepted and were
selected to represent different degrees of difficulty and threat. In all
scenarios, enemy aircraft flew head-on toward the pilots and no enemy
aircraft could fire upon the pilots. The simplest scenario involved the
interception of a single aircraft. The second scenario consisted of two
enemy aircraft that flew abreast of each other. The third scenario
consisted of four enemy aircraft that flew In a champagne glass formation.

Procedure

Each subject participated in a single two hour session. During the
first part of the session pilots practiced verbalizing while flying the AIT
simulator. Once familiar with the AIT simulator and the additional task of
verbalizing protocols, each pilot was required to fly the three scenarios
described earlier. For each scenario, pilots were instructed to shoot down
all enemy aircraft. Subjects were told that enemy aircraft could not shoot
back or evade their pursuit. Subjects were not given any information about
the number of air interceptions that would be required in any one scenario.

Each scenario lasted approximately five minutes. For each scenario,
workload was measured at the completion of the mission using NASA's Task
Load Index (TLX) of subjective workload (Hart and Staveland, 1988). The
TLX assesses workload by using a weighting procedure to evaluate the
relevance of six dimensions: temporal demand, physical demand, mental
demand, performance, effort, and frustration.

Experimental Design

A 2 X3 mixed design was employed in the study. There were two levels
of pilot experience (expert and novice) and three flight scenarios
(interception of one, two, and four enemy aircraft). Flight scenario was
within-subject, while experience was a between-subject variable. Scenarios
were presented in a random order to each subject.

Verbal Protocol Analysis

Pilot Verbalizations. The pilots' think-aloud verbalizations for each
scenario were recorded, transcribed, segmented and then encoded according
to a functional model of the problem space. That is, a set of codes which
described the functions a pilot was taught to perform to complete the
mission was developed and applied to each text segment. A total of eight
functions were identified Including search target, track target, place
targhet, analyze geometry, analyze other geometry, choose intercept method,
fire weapon, and aircraft position. A ninth code - "Other" was also used
to encode verbalizations that were not encompassed by the functional model.
The actual encoding was done using SHAPA, an interactive software tool for
protocol analysis developed at the University of Illinois at
Urbana-Champaign (see Sanderson, James, and Seidler, 1989). Frequency
counts of each of the function codes were performed for each of the encoded
protocols. In order to normalize these frequencies across protocols of
different lengths, the frequencies were transformed into percentages of
total verbalizations.

n
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RESULTS

Workload Data

Both the TLX overall workload rating and the mental demand scale
rating were analyzed. There were no significant differences In overall
workload ratings as a function of experience, number of enemy aircraft or
the Interaction of experience and aircraft. However, for the mental
demand scale, significant differences were found as a function of the
number of enemy aircraft (F(2,20)-4.819, p<.05). The mean weighted ratings
for mental demand were 168, 195, and 226 for one, two, and four enemy
aircraft, respectively. These values represent the relative Importance of
mental demand In contributing to the overall perceived workload for the
scenarios. This suggests that Increasing the number of aircraft across
scenarios resulted In a concomitant perception by the pilots of Increasing
mental demand required to complete the mission, and hence an Increase In
mission difficulty. In addition. Figure 4 below shows the trend, although
It Is not significant, for experts to experience less mental demand than
novices.
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Four Ship

« exports

novices

Figure 4. Hental demand rating on the TLX Workload scale.

Verbal Protocol Analysis

The analysis of the content of the verbalizations revealed significant
findings for the functions of Analyze Geometry (AG) and Analyze other
Geometry (AG-other). AG refers to verbalizations made about spatial
relationships of targeted aircraft. AG-other refers to verbalizations made
about spatial relationships of non-targeted aircraft. Novices were found
to verbalize proportionally less than experts about analyzing geometry
(F(l,10)- 5.579, P-.04) (Figure 5). In addition, novices verbalized
proportionally less about analyzing geometry as the number of enemy
aircraft Increased (one ship v. three ship: t(5) - 3.170, p<.03; two ship
V. three ship: t(5) - 3.316, p<.02) (Figure 5). There was no comparable
significant difference in the proportion of AG verbalizations for experts
as the number of enen^ aircraft Increased.
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Novices were also found to verbalize proportionally less than experts
about non-targeted aircraft (F(l,20)-7.158, p<.02) (Figure 6). There was
a significant interaction of experience and scenario (F(l,10)«4.697,
p<.05), though, with post hoc comparisons showing this difference between
experts and novices to be present in only the two-ship scenario (t-9.4,
p<.001). A trend by experts to verbalize proportionally less about
non-targeted aircraft as the number of aircraft to be Intercepted increased
can also be seen, however, It Is not significant.
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Additional analyses were performed to further examine the extent to
which experts and novices differentially expressed concern about enemy
aircraft. In this analysis, any verbalizations expressing concern about
non-targeted aircraft, not Just verbalizations referring specifically about
spatial relationships, were looked at in addition to AG-other
verbalizations. These additional verbalizations were coded under the
category of "other". In the four-ship scenario, the four aircraft split
into two groups so only "other" statements reflecting concern about the
pair of aircraft that didn't contain the target were included in this
analysis. The results are shown in Figure 7. It can be seen that the
percentage of experts expressing concern about non-targeted aircraft at
least once during a scenario is significantly greater than the percentage
of novices (x^ - 8.22, df-1, p<.01). It can also be seen that experts
maintain this concern about non-targeted aircraft across scenarios.
Novices express a modest concern about non-targeted aircraft in the
two-ship scenario, however, in the four ship scenario, they express no
concern about the non-targeted pair of ships whatsoever.

100

Novice I
2 20-

Novlca

TwoShip TwoShip Four Ship Four Ship

Scenario

Figure 7. Percentage of pilots expressing concern about non-targeted
aircraft at least once during a scenario as a function of number of enemy
aircraft (i.e. scenario) and level of expertise.

DISCUSSION AND CONCLUSIONS

The purpose of this experiment was to explore the usefulness of verbal
protocol analysis in studying pilot situational awareness. Verbal
protocols were examined for differences In content, as a function of
experience and workload, which might reflect the quality of situational
awareness. In this study, experts were assumed to have a better quality of
situational awareness than novices. It was found that experts verbalize
more about intercept geometry of the air-to-air intercepts in general and
that they try to maintain a level of concern about the spatial locations of
enemy aircraft across different scenarios. Experts may know that attending
to all aircraft during an intercept mission Is critical because of their
experience and training. Novices appear to react more to individual
scenarios and focus on targeted aircraft at the expense of building a more
general awareness of the overall Intercept situation. This could be a
function of the demand on the novices' time due to missing schema for
air-to-air combat, or due simply from a lack of knowledge of what is
critical in these situations.
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Fracker (1991) suggests that among the guidelines to be used in n
evaluating any SA metric are reliability and validity. This study looked t
at one aspect of validity - construct validity- which is the degree to
which a measure can quantify SA. Among the criteria Fracker suggests
should be used to establish construct validity are: 1) that the measure of ^
SA should show that SA decreases when attention is spread over more complex
situations and; 2) that the measure should be related to mental effort in
such a way that as situational assessment becomes more difficult, then SA ^
should decrease, mental effort should increase or both. In the present
study, it was observed that the AG and AG-other verbalizations of novices
decreased as mental demand increased and when attention was spread across
a larger situation (as defined by the number of enemy aircraft). For <7
experts, some evidence of a decrease in SA for non-targeted aircraft in the
more attention-demanding (i.e., four-ship) scenario was also seen. This
suggests that the functions of AG and AG-other are sensitive to attentional
demands and mental effort and provides some support for the analysis of
spatial relationships as a possible component of a metric for assessing SA.
These results also suggest that protocols have promise in examining how SA
is built. Future work needs to further examine not only the spatial q
component of SA but the temporal aspects and role of long term memory, as ! i
well. Future work also needs to include SA specific performance measures,
to facilitate correlations of verbalizations to more concrete evidence of
SA. This could involve supplementing verbal measures with spatial measures H
that directly examine the pilots' knowledge of current and future states.
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PROBABlUSnC RISK ASSESSMENT OF WEAPON-SYSTEMS FIELD-TESTING:
ACCOtJNTING FOR SYSTEM'S COMPLEXITY AND UNFAMIUARITY

S. Feller^ and M. Maharik^

'RAFAEL
P.O. Box 2250

Haifa 31021, Israel

INTRODUCTION

Full-scale field testing ofmodem weapon systems may impose risks onboth the lest
teams and the civilian population adjacent to the test range. Comprehensive risk
assessments are thus performed as part of the test approval process. The aims ofsuch risk
assessments are;

(a) To provide a thorough and detailed understanding ofthe hazards associated with
the proposed test scenario. In the context of this presentation, the "test scenario" is the
combination of the investigated weapon system, the test design, and the geographical and
demographical setting.

(b) To identify the weak links ofthis test scenario, i.e., scenario points ofrelatively
high-probability failure modes, possibly combined with severe outcomes, given failure.
The aim is td eliminate such weak links, or at least to mitigate the outcomes of such
critical junctions.

(c) To produce a quantitative estimate of the expected levels of additional risk
imposed by the proposed test configuration on various types of populations, so that a
decision can be made on whether the scenario can be approved or should be rejected.

The purpose ofthis paper is to present a taxonomy ofweapon systems according to
their degree ofcomplexity and unfandliarity, and a methodology that we have developed
and used over the years for assessing the risks associated with testing weapon systems that
correspond to different levels of these two "dimensions."

ASSESSING THE RISKS OF A WEAPON SYSTEM FIELD-TECT

A complete risk assessment of a proposed weapon field-test (e.g., a missile's free
flight) should comprise of the following:

1. Collecting the relevant information in detail.

1
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2. Failure analysis of the investigated system (with failure modes and their
associated probabilities as outcomes).

3. Calculation oftrajectories following failures, i.e., trajectories deviating from the
nominal test plan.

4. Estimation of impact areas resulting from failures.
5. Projection ofthe proposed test geometry on the test arena, and elicitation ofthe

test's kinematic envelope. The "kinematic envelope" is detlned as the entire ground area
that can be reached by the tested system, or its debris or fragments, following any type of
failure and deviation, given the initial launch or release conditions (location, altitude,
velocity, and angular orientation).

6. Calculation of individual risks and integration of societal risk levels throughout
the kinematic envelope of the tested system.

7. Decision-making: test approval orfurther iterations until safety demands are met.

TAXONOMY

In principle, acomplete, detailed failure analysis should be performed for every test
of a weapon system under consideration. However, as we shall see, such an analysis is
not always feasible. Based on its level of complexity, compounded by its degree of
unfamiliarity, we found it practical to classify a weapon system proposed for test as
belonging to one of the following three subgroups:

Subgroup A: Complex weapon systems, with a very meager (if at all) body of
analytical and empirical knowledge upon which one could base adetailed failure analysis.
In other words, highly complex systems, coupled with marked unfamiliarity ofsubsystems
failure modes; also, data on similar systems are unavailable. On the other hand,
geometrical performance characteristics of the investigated system as a whole can be
estimated.

Subgroup B: Same type of systems as in Subgroup A, but, in addition, alarge body
ofexperience has been gained from field tests ofcomparable systems.

Subgroup C: Detailed technical information exists for the weapon's subsystems,
so that each, or most, of its failure modes can be identified and analyz^. Complete and
detailed failure analysis is thus feasible.

METHODOLOGY

The following three examples illustrate the different treatment accorded each
subgroup.

Subgroup A

Consider a first-generation Point-Defense Missile (PDM). The missile involved in
the test is launched vertically. After the launch it Executes a bend, nominally in the
direction of the perceived threat (Figure 1). Unf^mUiarity is so pronounced, that at this
time we perform no detailed failure analysis at all: we rely mostly on geometricalfactors.

We assume a high level of uncertainty associated with the direction of Ae actual
initial bend. Therefore, we have, a-priori, an onmi-directional envelope. Agaussian model
may be adopted, assuming that the probability of hitting the ground at arange r from the
launcher is a normal function of r, with maximum probability density £t r=o (Figure 2).
The maximum reasonable range calculation is based on conservative aerodynamic



assumptions. When applying the model, the impact circle is divided into ten or more
equal-width "rings." An assumption is made that within each ring the probability

^ distribution of hitting along r is uniform.
As explained in detail elsewhere (Feller and Maharik, 1992), the tool that we use for

go/no-go decisions is a set of benchmark number pairs. Each pair consists of the
^ following figures: (a) the maximum allowed individual risk, that is, the probability that

a given member of the exposed population becomes a fatality over a given time-period;
and (b) the maximum allowed societal risk, that is, the statistical expected number of
fatalities within the same population over the same time-period. Each pair corresponds to
a specific type of the ex{x>sed population (non-participating, uninformed general
population; non-participating, uninformed workers in industrial facilities; defense-
community non-participating and uninformed personnel; and defense-community personnel
who are participating in the test and are mformed about the risks). Determination of the
benchmark number pairs is based on a "ripple principle," stating the following: The
existing background risk level of any population is not aconstant; rather, it is modulated
by some ripple. We require that the integrated test-generated risk increment, contributed
to the existing background risk level of a population by all the tests conducted over a
given time-period, will not raise the risk level of the most exposed members of that
population, above the ripple that modulates its background risk anyway.

The model presented above enables the calculation of the risk imposed by the
proposed test as follows (the equations refer to any single type of the exposed population):

^Pi "

Ps -
i

where:

Ppj - Individual risk at ring i;
P, - Probability of the weapon system's failure;
Pi^ - Probability of impact within ring i, given failure;
Ak - Mean Area of Effectiveness (MAE) at ring i, given impact;

^ Ai - Area of ring i;
Ps - Societal risk;
Nj - Size of population at ring i.
The model is flexible. For example, allocation of angular-dependent impact

probabilities (e.g., downrange vs. uprange) is possible (Figure 3). Thus, a sensitivity
analysis, which is an important and useful tool mthe given uncertainty conditions, is easy

^ to implement.

Subgroup B

^ Consider anew, as yet untested, stand-off air-to-ground attack missile. This weapon
consists ofnumerous subsystems such as propulsion, control, navigation, homing, fusing,
etc. (Figure 4).

The combination of a very complex system and high level of unfamiliarity still
renders a detailed failure analysis not feasible within the constraints ofavailable time and

^ budget. However, a large body of knowledge has been accumulated with regard to field-
testing of similar systems. Hence, we adopt a model that starts with a set oi failure
outcomes typical to the family of comparable missiles (e.g., no motor ignition following
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release, loss of propulsion system during free flight, loss of control at any axis or
combination of axis, no target lock-on or loss of target lock-on), rather than with failures ^
of specific components of the investigated system.

Each typical outcome leads to a corresponding ground impact area, which can be
estimated on the base of the designed missile performance. Probabilities are allocated for
each typical outcome according to previous experience, and aprobability distribution is H
estimated for each impact area. For example, the along-track distance from launch to
impact given a pitch/altitude control failure may run from zero to the maximum possible
range (the latter based on energetic and kinematic considerations), with areas of relatively ^
high probability density around the ballistic fall area and the nominal target range (Figure
5). Individual and societal risks may thus be calculated. Figure 6 shows a resulting
impact probability map. The external contour marks the boundary of the kinematic
envelope of the tested missile, while internal contours represent areas in which individual
risks are of the same order-of-magnitude (typically increasing inbound).

Asystem belonging to Subgroup B, then, does not undergo adetailed failure mode
analysis, similarly to Subgroup Asystems. However, building on "external" experience
gained from comparable systems, one constructs a failure outcome model to define and
quantify the risk. H

Subgroup C

Here, an evaluation of a laser-guided, anti-armor, ground-to-ground missile is the
case in point. The missile is based on relatively less complex subsystems than used for
our Subgroup B missile. Moreover, a large body of relevant information has been ^
assembled for the subsystems included. Combination of this positive familiarity with
"reasonable" degree ofcomplexity makes a detailed analysis feasible.

In this case, the analysis starts from a systematic identification of all the possible ^
technical failures. For each failure and its relevant outcome, the derived trajectory is
calculated and the resulting impact area, depending on parameters' uncertainty, is obtained
(Figure 7). ^

The rest of the process is very much like the former one, but unlike that case, the ' !
present conclusions are related directly to the investigated system.

CLOSURE

The methodology described above emerged gradually during two decades offield- n
test activity in Israel, mostly at RAFAEL'S Shdema Test Range. The test scenarios
performed at this range exhibit the whole spectra of complexity and unfamiliarity
mentioned above. From the point of view of achieving a structured risk-management
process in this context, our methodology proved to be most beneficial.

The specific models shown here have been, in themselves, used by other evaluators
of weapon and flight systems. For example, NASA used both ringed and boxed ^
probability impact maps in assessing the risks posed on the populations of Florida and the
entire world, respectively, due to the 1989 launch of the Galileo spacecraft (GE Astro
Space, 1988). The emphasis of the present work is in defining an organized taxonomy and
astructured approach toward the "fu^" problem of testing weapon systems with varying
levels of complexity and unfamiliarity.

Last but not least, when dealing with probabilistic risk assessment one must bear in ^
mind what may be referred to as "The Engineering-Probability Principle (EPP)": It is
legitimate to rely on probabilistic arguments, estimates and criteria, only when all that is
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"engineeringwise" possible, reasonable and feasible has indeed been introduc^ in order
to prevent a failure of the investigated system and test design. In our case, this includes
performing thorough design reviews, installmg flight-termination systems, and other such
activities, which have been our policy throughout the years.
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NUCLEAR WEAPON SYSTEM RISK ASSESSMENT*

David D. Carlson

Spccial Projects Department
Sandia NationalLaboratories

Albuquerque, New Mexico 87185-5800

INTRODUCTION

Probabilistic risk assessment (PRA) is aprocess for evaluating ha^us operations
by considering what can go wrong, the likelihood of Aese
i^ultant consequences. Techniques used in TOA onginated in tte 1960s. Atou^ thf«
weie eariy exploratoiy awlications to nuclear weapons <»««»«
major appUcation of these lechniqws was in the Reactor Safety "
which the risks of nuclear power acddents were thoroughly mvestigated for the to tmie.
Recendy. these techniques have begun to be aOapred to nuclearwe^ system plications.

NUCLEAR WEAPON SYSTEM CHARACTERISTICS

Nuclear weapon systems ate <fcsigned to be exoqrtionally safe. Tte war^ U
designed with the intent that, under aU ctedible abnonnal enviro^nts. 0^
respond in apredictably safe manner, that is, nuclear detonation will be pievented. This is
a(Tf«npiished by foUowing thiee safcQr design principles:

isol^on
inconqpatibility

Corni^OT^^cal for nuclear detonation are isolated from Ae sunoun^g
environment by containment witWn an energy barrier. By adhere^ » this pi^pfe
^Seneri necessary to cause nuclear detonation is" prevented tom ei^g 4e
wS. Of Murse, t^ must be some pathway for energy wget
authorized use. Thus, there is an "wiirance" through the bamer that is
allow eiwrgy to pass through unto very particular cucumstances. nus aitrance is
safeguarded by the remaining two principles.

niiis woric was supported by the U.S. Department of Energy under contract DE-AC04-
76DP00789.
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The "orofrf is closed so that, under nornial circuinstances. energy cannot pass
through. However, given unambiguous indications of intent to deliver the warhead, eitherthrough human-genoaled signals or enviionmental stimuli, the entrance is opened to allow
energy to pass through. These entrance agnals are engineered to be truly unique inputs,

with natural energy forms diat may be present in an accident environment p
As aresult, the possibiUty of accidental generation ofAe signal is incredibly small

FuiaUy, F^ngniMng that no barrier can be perfsctly invulnerable, the system is
to ensure safe response should the environment be so severe as to cause the banto T

to be breached. This is accomplished by incorporating into the design components whidi
must nomially function to aUow anuclear detonation under authorized use, but which will
&il unHor relatively nuld environmental conditions rendering the system inoperable in p
ahnnfmai environments. These components, known as "weak links," are engineered to fail
in a manner at environmental levels substantially less severe ton those that can ^chaUenge the integrity of the energy barrier. In Ais way, safeV is assured.

These concepts are incoiporated into the warhead design to a^ure benign response
under all credible abnormal atvironments which may arise in an acddent Thus, safety of ^
the weapon is assured by preclwfing the necessary energy fipom reaching the detonators by j ,
(1) f»<-nTnra«inE abarrier to the energy, (2) protecting the pathway for energy to enter so
tiiat it opens only under uniqudy sign^ human intent or environmental stimuli, and (3) ^
ensuring that in severe environments components necessary for detonation will predictably
feil before the bairier is breached.

Recendy, tf«e ^^hnitpip,.! of HIA have begun to be employed to provide added ^
that the systBm will perform as designed. The PRA n»thods developed fornuclear power plant risk assesawsnt are being ad^ted for this application.

UNDESntED EVENTS
n

Given die presence of boith hi^ explosives and radioactive material, a agnificant
hazard is present We accept diis hazard in the interests of national security. We controlthis hazaid through the safeQriatadpfcs of the deagn and through hi^y skilled operations «
personnel. Nevertheless, the possihiliv for acddents exists. Accidents can tead to several
levels of conscquence, each ofwhich is being explored through the use ofPRA.

By far the most likely result of an-acddent is absolutely m release of radioactive r'
mPtPri.! Hovwsver, die posaWli^ does exist for the dispersal of radioactive material, m
pof^ntiai consequence of such an accident depends upon the manner mwhich die material is ^
dispe^ most release would involve tiie mechanical rupture «rf die warhead and
scattering of die mateiiaL This would involve nmmnal amounts of rcqniable radionucUdes ^
and would primarily constitute an enviromnemal cleanup event

More significant would be arelease fsoai the combustion of the weapon or detonauon
oftlwhighexplosivewidioutnuclearyield. Such releases would aaosolize aftaction of the
ladioactiw materials and would resuU in an energetic release into die atmosphere.

healfli effects wouU be governed by fispersal processes commonly amsiderrf
ini^r accidents. TTw driving Sorces ofahijji explosive detonation would constitatettemore hazardous scenario, boUi in temis of die amount of material aerosolized and mdie
dispersal potential *
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The possibiUty of nuclear yield is remote for the reasons cited in die description of die
design. PRA techniques are being used to systematically examme the range of environments
that the warhead may experience to verify the performance of die design. To ensure that die
system is safe, we are examining the performance of die energy barrier ^ die safety
components in abnormal environments to ensure die integrity of die ^sign pnnaplw.
Moreover, we axe evaluating whedier diere are, in fact, any unintended circumstances diat
would allow energy topass dirough todie detonators.

METHODS

Examination of diese issues is being addressed dtfough die adaptation of techniques
developed for nuclear power plant risk assessment Figure 1presents die scries of steps
involved in die analysis. While die series of tasks q)pcars similar to diose involved in any
risk assessment, diere are unique aspects in die application to nuclear weapon systems.

Environment Definition

TTje environmentdefinifion evaluates the operations involving the weapon. As in other
risk the number of scenarios to be considered is neariy countless. However
through the use of event tree models, accident scenarios can be enumerated, beginnmg vnth
die accident initiator and continuing dirough aconsideration of die subsequent events and
processes diat may occur as die accident unfolds.

While there are many, many scenarios to be considered, of interest to the nuclear
weapon system risk assessment are die environments diat die weapon may encounter.
These may be enumerated as combinations of diermal, impact, electncal, purictoirc, c^h,
and immersion environments. Techniques exist diat can bin die accident scenarios into diese

'n combinations of environments to allow an estimate of bodi die frequency and seventy of
environments which die weapon may experience. WhUe diese environments form a
continuum of conditions, in practice we group environments into regimes of unique interest

^ toweq)on response.

System Design Characterization

rnmhinarinns of events that could lead to the undesired event. e.g., nudew
detonation, are delineated using fault tree analysis techniques as commonly employ m

^ reactor risk analysis. Weapon design characteristics, however, miroducc unique modelmg

^^Rrst, the fafluie modes of concern are substantiaUy mote restrictive in weapon
systems. Reliability of the components is such that acombin^on of random failures or

^ haidwaie leading to the undesired event is extremely unlikely. Moreover, once tl»
^ system is assembled, human interaction with tiie system is neariy nonen^^ nor is test or
^ peifoimed tiiat would lead to safety component unavailabiliQr. ThiB, we

primarily must consider Uie possiMlily of component fiiiluie mic^nse to advei»
environmental conditions. It is tttese events for which data must be coDec^ tt»e
wide variety of environmental conditions that could be encountered and tiie hnuted test
j»fo.„.ininn available, data base development presents some unUjue issues.

3
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In oHHirinn, events leading to the posabiliqr of nuclear detonation requiie prease
timing of events. As discussed briefly before, the design incorporates "weak links," which
aie designed to fail prior to the breach of the energy barrier. Thus, the continiKd operabiHty
of these components must be considered, the fault tree m^ls must considw the
conditions under which these components &il to perform as designed—that is, the weak ^
links" continue to operate even though they are designed to fail—while, at the same tine, the
energy barrier breaks down. In addition, an appropriate powa- source must be
coincidentally present This introduces both the unique aspect of continiBd (^erabffiiy and ^
timing into the model. '

Physical Response Evaluation p

Given the definition of the environment and the combinations ofevents that can lead to ^
the event, the analysis must asceitain whefter the environment, in fact, could ^
cause these events to occur. This is done through the phy^ response analysis. While
there are anaingnas to the accUent process analysis in reactor PRAs, by its very nature the

weapon system physical response analysU is unique to wea^n system PRAs. ^
Using a combination of mechanical and thermal modeling codes, the extern^

enviionment is into conditions fliat the components inside the weapon system win
avpArignci. Ofcourse, this is time depen^nt,particulariy for fliermal environments. Given
thresholds for component response, the analyst determines whether component faUuiM *

and the mannw in which the component responds. Because timing of events isimportant, the models must also deteraiine the time at which various events occur. r.
In theory, the tools exist to evaluate each environment of concern. In pract^.

however, th""- highly sophisticated codes are not suffidendy efSdent to make detailed
,v.i«...ii..iAn. of every environment feasible. As a result, we are devdoping fast running p,
codes tiiat capture die essence of the detailed results to provide an initial s(^mng of >
environments for fiirther evaluation. Through acombination of tiiese faster runnmg iwidels
aiKi our sophiaicated tfiefmal-mechanical codes, w seek to address the broad range of p,
environmental challenges that the system maye}q)enence.

jQ.,
ConsequenceAnalysis n

Evaluation of the consequences of an accident involves tiie same steps and processes
as areactor accident consequence analysis. TTie radioactive source term is tiie unique aspea
of tiie weapon accident The various release mechanisms discussed above have been
evaluated, botii experimentafly and analytically, tfie results arc incorporated into tiie c^s ^
tiiat are used to track tiie subsequent dispersal tiirough tiie atmosphere and tiie resultant
contamination and effects.^

Integration

Finally, all of the various elements of the evaluation arc integrated together to provide
incighf into the potential for dispersal or nuclear detonation. Quantitative estimates of
rintoninm dispersal are being develc^ed using tednuques similar to titose for reactor
analy^. These involve sain>ling 6om assigned distributions for tiw various parameters of ^

ft



the analysis to develop both an overall esliinaJe of the magnitude and unceitainty of the
i=i release. Importance measures and sensitivity analyses are to develop fiirtherina^L

Nuclear detonation evaluations, to date, are qualitative in nature. The possibility of
detonation is being evaluated, and the circumstances leading to nuclear detonation are being
sought. Due to the very peculiar circumstances that would be required to lead to a
detonation, the estimated probability would be extremely sn^ This provides signifi^t
challenges in identifying the circumstances and in providing a meaningful probability
estimate. These areas are underactiveinvestigation.

\

I

CONCLUSION

Risk assessment techniques are being qiplied to nuclear weapon systems to
quantitatively estimate the potential for radioactive material dispersal and to qualitatively
evaluate the possibility for nuclear detonation. Unique aspects of nuclear we^n syst«^
require H^pwtinn of techniques used in other technologies and, in some cases, challenging
new tnfthnHninpral development These qiproaches are under active investigation to
piovide the nation with confirmation tliat our nuclear weapon systems perform safely as
expected inall credible accident situations.
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PROBABILISTIC RISK ASSESSMENT OF DISASSEMBLY PROCEDURES

D. A. O'Brien, T. R. Bement. B. C. Letellier

Los Alamos National Laboratory,MS F684
Los Alamos, NM 87545

1. Background and Charter For The Study.

The purpose of this report is to describe the use of Probabilistic Risk (Safety) Assess
ment (PRA or PSA) at a Department of Energy (DOE) facility. PRA is a methodology for
i) identifying combinations of events that, if they occur, lead to accidents, ii) estimating the
frequency of occurrence of each combination of events and iii) estimating the consequences
of each accident

Specifically, the study focused on evaluating the risks associated with disassembling a
hazardous assembly. The PRAfor the.disassembly operation included a detailed evaluation
only for those potential accident sequences which could lead to significant off-site conse-

« quences and affect public health. The overall purpose of this study was to investigate the
feasibility of establishing a risk-consequence goal for DOE operations.

m-

2. Methodology

^ The methodology outlined in Figure 1was used to estimate die risk to the population
surrounding theplant The following summarizes theanalysis process:

1. Written procedures and other applicable documentation were obtained and re
viewed. These included disassembly procedures currenUy in use and records of the
engineering anddevelopment of thehazardous assembly.

2. A two-day HAZaids and OPerabiliQr analysis (HAZOP) was conducted. Unresolved
issues raised during the HAZOP meeting were addressed byexperts who developed
the hazardous assembly.

3. A two-day site visit wasconducted where alldisassembly operations were observed.
There were several opportunities for discussions wiUi engineers and technicians re-
sponsible for disassembly operations.

4. Following the site visit, a number of deterministic calculations were done. These
were done as part of an initial attempt to identify tiiose accidents Uiat could be ruled
out and thosethatcouldcleariy lead tosignificant off-site impact

5. Event trees andfault trees were then constructed for those operational accidents that
have potential off-site consequences.

6. Probabilities for failure (errors) and their associated uncertainties were determined

095- 13
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7.

8.

9.

orestimated forboth theevent trees and thefault trees.
Fault tree and event tree equations were solved using the Set Equation TraMtomaa-
tion System (SETS).l The associated calculations of propagated uncer^ties for
the errors were done on the sequence cut sets using the Top Event Matrix An^ysis
Code (TEMAC) 2 This gave the accident frequency with its associated uncertamty.
The consequence analysis modeled the atmospheric transport of accident-caused
hazardous material as well as the resulting ground contamination and the latent can
cer fatalities (LCFs). Weather variations and source term uncertainties were taken
into account This gave tiie likelihood of an effect (contamination or LCFs) witii die
associated uncertainty ^iven onacciV/enr.
The accident frequency and likelihood of an effect were tiien combmed probabihsti-
cally to give the final frequency of an effect witii an associated uncertainty.

Information

Accumulation
Operations andSystem Analysis ConsequenceAnalysis

•Hazardous Material
rdease levels

•Atmospheric and
environmental

conditioiu

Environmentai
Tran^ortft
Consequence

Modelling

•Site visits

•SAR

•Design &
procedures
documents

•Discussions

with

operations
personnel

•Human/Equipment FailureRates
•Hazardous Assembly Response
Threshold
•Structural Containment

Operations
Modelling

Accident
Sequence

Identiflcation

Hazardous

Assembly
Response

and Physical
Rele^

Modelling

Event Tree
Development

and^Quantifi^^oD

T 1
Unusual

Occurrence

Report
Database

Development

Risic Assessment and
Uncertainty Analysis

• Risk Estimates

• Databases

Flgnrel. OwJine ofPRAmeihodology used for analysis of disassembly operalions.

3. HAZards andOPerability (HAZOPs) Analysis

AHAZOP is asystematic method for identi^^g operations that have serious accident
potential. AHAZOP is performed by having an intetdiscipUnaiy tem of expeits
Luy examine aprocess and its procedures to attempt to identify the effects
from standard pLeduies. Experts then determine if the departures wiU create hazardous
conditions. Identification is also made ofactions or systems Aat ,

Each step in the disassembly procedures was review^ by
training videotape shovring correct disassembly was levieweA Tablw lite 1jwre
developed for each procedure, listing all steps and hazards, Jiaz^ "*!
fire electrical, and radiological. Each of the potentially hazardous steps were then
used, afier screening, as event tree headings for accident-sequence identificauon.

4. Event and Fault Tree Development

Event trees were used to quantify the possibility of off-site consequences caused by dis
assembly Unlike reactor "accident-sequence analysis", where event trees are oe-

1 1
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n
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veloped for each accident initiator and each branch on an event tree represents an accident
mitigating system, the event trees in this study were developed around the normal disas
sembly procedures. The entry points (corresponding to the usual initiating events) for the
event trees were the beginning of specific procures and not the occurrence of an accident.
All ofthe probabilities obtained by solving these trees were on aper disassembly basis rather
than on a time or frequency basis and were converted to yeaily frequencies by multiplying
bythenumber ofdisassemblies each year.

Table 1. Sample Hazardous Operations Analysis table.

Direct Increased Protecttonor Interactions

step

No.

What If.; Consequence Vulnerability Mitigation with Other

What ITS

Dispositioo

W Hoist failuie;

handling; lifting

and rotatine

Droppine

assembly
Refer back

to T-same

Well protected

by case;

fitont section
~

Revisit

X Electrical bondinfi

failed; result

susceptible to

static discharRe

Low-enersY

components

could fire

Common

squibs;

vulnerable

tofirins

Low-enersy-

contained and

protected

Revisit

z Front dropped
on center

None None Well sealed

center, protected

None N(Mie

A

1®^

m

Each operation identified by the HAZOP was represented by a top event on an appro
priate event tree (an illustration of this is given inRgure 2). The top events were developed
further by constructing fault or human error trees. In some cases, the human error trees
were developed to feed information into fault trees. Anexample of a fault tree feeding into
a top event (from Figure 2) is shown in Figure 3, where a human error. Failure to Electri
cally Bond, is further developed in a subsequent human error tree. Figure 4. In developing
the human error trees, the procedural steps were broken down into fundamental human ac
tions for which some kind of failure rate could be estimated. It should be noted that the
trees presented in this paper are for illustration purposes only and do not represent
the actual trees develop^.

5. Human Error Estimation

Several branches of the event trees and basicevents in the supporting fault trees involve
human actions that can lead to human errors. These human activities were modeled using
human error trees, which were developed using the methods described in Swain and
Guttmann.3 jhe process of developing the trees involves breaking down the procedural
steps into those fundamental actions for which typical failure-rate data can be obtained from
data bases or estimated in some other reasonable manner. These trees themselves are rela
tively simple, with binary branching corresponding to success or failure of each activity.
However, in a few cases, multiple branching is used to include recovery actions. In these
cases it is necessary to account for the fact that different levels of recovery can occur de
pending onhow many previous errors have occurred.

In general, a branch to the right labeled by a lower case letter) by convention will corre
spond toa failure toproperly complete anactivity. A branch tothe left (labeled by anupper
case letter) corresponds to successful completion of anactivity. Depending on what the ac
tivity is, a "failure" to complete aprocedu^ step in some cases might actually lead to a less
hazardous condition. Therefore, temiinating branches of the trees are labeled withan "s" or
"r to indicate whether thatsequence is considered anoverall "success" or "failure".
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Figure 2. Sample Event Tree.
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DISCHARGE
GADGETA

BEFORE REMOVAL
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WOOL INSTALLATION
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Drop Back Section

Drop Aseeably

5 Drop Aseeably
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DURING REMOVAL

aMPROPER STEEL WOOL)

155-
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Uneipindtd 1 I Uncxpandrt

DISCHARGE GIVEN

FAILTOE-BOND STATIC AND NO STATIC DURING

E«BOND PLUG DISCONNECI

1 EBI 1 1 DC.4 1 1 STl 1

u

Figures. Sample Fault Tree.

6. Integration of Risk Sources - Consequence Analysis

The Sandia National Laboratory "ERAD" code was selected for use in this study. It is a
constant weather, flat terrain model with a sophisticated detonation plume-rise description,
and-a Monte Carlo paniculate transport package. The code assumes that the atmosphere
conditions vary only with altitude.

ERAD takes account of the variation of particle settling rate with particle size, and

If**
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treats the stochastic nature of particulate diffusion under unstable atmospheric conditions.
ERAD outputs land contamination and integrated airconcentration dataon a grid extending
down windfrom the source point A post processorwas used to plot contours of contami
nation level and potential inhaled dose (for an assumed ICRP standard human, breathing at
330cc/sec). Plumes were tracked to any distance necessary to bound the regulatory acdon
limitcontour of 100 mrcm for inhalation and .2 ^lci for deposition* typically 80 to 100 km.
This analysis was repeated for 60 typical weather profiles for the area, and the resultant
"potential inhaled dose" contours were combined with appropriate weather probabilities,

^ accident probabilities, and population data to produce expected area contamination and
population radiological exposures (person-rem) per disassembly operation.

Each set of 60 weather profiles witha single source term yields 60 consequence values
which can be expressed as a cumulative distribution function (CDF). Each CDF can be
subtracted firom one (1) and expressed as a complimentary CDF (CCDF). If the CCDF is
multiplied by the accident frequency, tiie resulting exceedance function (EF) gives tiie un-

^ conditional frequency ofaconsequence at least as severe as aspecified value.
Randomly chosen source-term values were paired with randomly chosen accident fre

quencies to yield 40 EFs. Rgure 5 shows a hypothetical example of 40 EFs for a conse
quence metric. From this set of EFs, one can determine the expected value (mean) and
range of likely values (the 5th and 95th percentiles) of tiie exceedance frequency over a
range of consequences.

Figure 4. Humanerror tree for electrical bonding.

7. Risk of Disassembly Operations and Risk Reduction Measures

Using the actual trees developed for this study, the risk of the disassembly procedure
was found to be very small. The expected individual risk for latent cancer fatality was
calculated to be 3.5 xlO"^^ per individual per year. This is many orders of magnitude less
than tiie Secretary of Energy goal for nuclear facilities of 2 x 10^ per individual per year
(which equates to lesstiian a 0.1% increase in an individual's risk ofcancer).

Thetruebenefit of tiie PRAapproach, tiiough, is in riskreduction. Byproviding impor
tance measures for basicevents, the analystcan determine which events contribute tiie most
to the accident frequency. Plantoperators may then be able to implement positive measures
tominimize thelikelihood of theimportant base events occurring. Thisis clearly an iterative
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process in which plant operators are heavily involved.

l.OB-07

l.OB-08

l.OB-09

l.OB-10 1

l.OB-11

I.OB-12 ' ' '

l.OB-03 l.OB-02 l.OB-01 l.OB+00 l.OB+01 1.0B*02

COMSEQUBKCB METRIC

Figure 5. Generic example of40 Exceedance Frequency vs. Consequence curves.

8. Condusions

Several conclusions were drawn from this study: T>r*c
• PRA can provide arigorous, systematic approach to safety assessment for DOE

operations, j, r .
• PRA can be used to evaluate total risk and provide a consistent framework tor

risk management, .
• Though the uncertainties in the final numbers are large, qualitative mterpreta-

tions of results are valuable in identifying
• the safety benefits (gains) ofproposed positive measures,
• the relative risks posed by various parts ofthe process orprocedure,
• areas needing further study which will have the greatest effect on reducing

uncertainty. . . , ,
Fmally, the analysts concluded that the establishment of aDOE risk cntena (regulatory

criteria) was premature.
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EFFECTIVELY COMMUNICATING RISK TO THE PUBLIC
AND TO REGULATORS: CAN IT BE ACCOMPLISHED?

Glen M. Pilie, Gayle Tennison Croxton

Adams & Reese

4500 One Shell Square
New Orleans, Louisiana 70130
(504)581-3234

INTRODUCTION

One of the many challenges faced by industrial facilities, environmental managers and
^ their lawyers is to effectively communicate the comparative risks posed by an operating

facility orawaste site. These relative risks must becommunicated tothepublic, toregulators
and toourlegally designated peers, civiljuries, inafashion which they can readily understand.

^ These parties must beinformed astothe potential risks posed by emissions and releases from
a facility as compared to the risks encountered ineveryday life. Successful communication
of riskis an important step toward peaceful coexistence with surrounding communities and

^ thus, toward avoiding litigation. For example, if a facilities' neighbors understand the
relatively lowriskofharm posed bya release oran incident, they may beless likely to bring
a lawsuit against the facility for fear of disease or nuisance caused by that incident.

^ Furthermore, an understanding of the risks posed by a facility or a process on the part of
regulators will likely result inincreased cooperation from the regulator. Such cooperation is
beneficial to a facility during permitting, other regulatory procedures andcivillitigation and

^ may help avoid unnecessary expenditures.

^ RISK ASSESSMENT AND REGULATORY POLICY

An additional problem facing industry and environmental managers is the use of risk
^ assessments tofonnulate regulatory policy. Risk assessment isused tosetexposure standards

for the generalpublic insomecases, for workers, and for hazardous waste sitecleanups, among
others.

As an example, the Environmental Protection Agency (EPA) relies heavily on risk
assessment in setting cleanup standards under the Comprehensive Environmental Response,
Compensation and Liability Act (CERCLA). In many cases, particularly where soil contami-

^ nation is suspected, published cleanup standards are nonexistent. Insuch cases, EPA often
conducts asite-specific risk assessment. These risk assessments are directed bythe Agency's
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risk assessment guidanceoften referred to as RAG. This document contains several
"standard default exposure factors" or assumptions used in conducting risk assessments.
These assumptionsarequiteconservative, however, and result inestimates ofrisksignificantly
higher than those likely to affect people nearby. In 1991, EPA issued another guidance
document for use in risk assessment which adds even more conservatism to the process. The
directive issued by theOffice of Solid Waste andEmergency Response (OSWER) provides
that three of the six variables in the standard exposure equation are "upper bound values"
referring tothe 95thpercentileofthe riskrange. Aconmientatorpointedout thatusingasimple
relationship from probability, multiplying these three numbers results in a value close tothe ^
99.8th percentile.2 Loosely translated, the number means that a fraction ofone percent ofthe
population isexpected tohave an increased risk. This level ofexposure issignificantly more
conservative than the Agency'sstatedgoal of determining the "reasonable maximum expo-
sure." ^

Furthermore, an additional dose of conservatism is often added to risk assessments at
EPA's regional level. Agency personnel tend to interpret guidance even more conservatively
than it is written. To determine the health risk posed by a site, the regions very often make
multiple "worst-case" assumptions which make the risk assessment virtually incredible. In
particular, exposure factors are often used that stretch the bounds ofcredibility. At asite, for ^
example, the Agency will assume that the entire quantity ofmaterial present istoxic when the
data shows that apercentage oftiie material isnot toxic. The agency may also assume, when
sampling shows varying concentrations oftoxics, that the highest level ofcontamination is
present at the entire site. These worst-case assumptions are often used instead of useful
scientific datathatisspecific tothesiteat issue. Inaddition, theEPAoften relies onexposure
scenarios that ignore reality. For example, EPA may assume thata family builds a house on
top ofacontaminatedsite, eats vegetables grown inthe contaminated soil, and sinks awell on ^
the site from which the family drinks water every day for 70 years. EPA may assume a
trespasserscenariowhereinachildrepeatedly swims inacontaminatedpondmany times ayear
for several years and regularly ingests the water. Atone site, the agency assumed that children j
would breach the cap atthe site (5 feet ofclay) and ingest the soil below.3

Finally, the agency often extrapolates animal data to make determinations regarding safe H
levels of Hnman exposuTC. This procedure necessarily involves policy choices which have ^
litde relation to the scientificdeterminationof whether exposure to a particular substance is
dangerous to humans. Furthermore, the use oflaboratory animal data has several significant ^
shortcomings. When conducting experiments on animals, scientists often subject the animals i
to very high doses ensuring an adverse result^ Suchdoses are decidedly above those incurred
by humans. Inaddition, the animals used insuch studies may respond to asubstance inaway n
that is very different from the human response. Varying responses are due differences in
physiology, metabolism and sensitivity ofhumans and animals. Lastly, often times the route
ofexposure and the duration ofexposure ofthe animals are completely unlike those possible r-f
in a human exposure scenario.

These assumptions and scenarios are unreasonable and have no scientific foundation.
Theiruseasabasis forregulatory action results inunnecessary andverycostly remedial goals.
Under the current risk assessment system, substantial amounts ofmoney are spent tocleanup ^
these highly speculative risks. Industry consequently finds itself in the difficult position of
challengingEPA'sriskassessment, andhaving toexplain tothepublic why EPA'sassessment
of the riskposed to public health by thesiteis overly conservative.

• Risk Assessment Guidancefor Superfund, Volume 1,Human Health Evaluation Manual (EPA 1989).
2R.H. Harrisand D. E. Burmaster, Restoring Science to Superfiind Risk Assessment, Toxics Law Reporter

6:1320 (March 25,1992).
3 Wat 1321.
^ Vi. Dellarco andCJi. Kimmel, Update onNoncancer Assessments, EPA JournalJan.-Mar. p. 31 (1993).
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The large number ofconservative assumptions and policy decisions which make uprisk
assessments render them questionable asobjective scientific tools. Multiple layers ofworst-
casefactors andassumptions that ignore reality undermine thecredibility andreliability ofrisk
assessment intheregulatory setting. Nonetheless, once the riskassessment isputoutforpublic
consumption bya governmental agency, the risk becomes reality. At this point, it is very

« difficultforindustiy, which already issuspectinthe public'seye, tosuccessfullycommunicate
and point out thescientific flaws and lackof reality containedin the risk assessment.

COMMUNICATION OF RISK

^ Conmiunication of risk through risk assessment results isparticularly challenging when
the audience is the public or lay persons serving on civil juries. The job of effectively
communicating risks associated with chemical emissions is compounded bythe seemingly
constant barrage of negative publicity that the chemical, petroleum and petrochemical
industries receive. Aprime example ofthis is the fairly recent phenomenon ofnegative press
coverage associated with toxic release inventory reporting. TMs reporting, a requirement of
theSuperfund Amendments and Reauthorization Act (SARA) of 1986, quantifies the amount
of specified substances released from a given facility. While theraw numbers show thatthe
quantity of chemicals released isdeclining each year both overall and for specific facilities,
mediareports focus on the numberoftons ofsubstances releasedcountrywide. The significant
progress which ismade every year atreducing these releases while maintaining productivity
is rarely even mentioned.

A In addition to media attention, this statutory reporting has been discovered by plaintiff
attomeys as a vehicle upon which to base toxic tort lawsuits which, among other things,
typically include a claim for increased risk of future disease or fear thereof. Such lawsuits
squarely putatissue the ability ofcompanies as defendants and their lawyers tocommunicate
to plaintiffs and ultimately to judges and juries, the related risk associated with their reported
releases. Akey partofthis communication process isalways the formulation ofacomparative*

« riskanalysis. Beyond formulation ofthe technical analysis, however, lies themore difficult
problem of overcoming the negative bias which aheady exists inthe public's mind, /.e., the
jury, and effectively communicating a technical concept toa'hon-t^hnical audience.

Research into howlaypersons perceiverisk indicates that unfavorablemediacoverage and
negative imagery associated with large industry, especially the chemical, petroleum and
petrochemical industries, makes overcoming these biases very difficult^ Individuals base
their perceptions ofwhat is"risky" on acombination offactors, many ofwhich are unrelated
to scientific determinations ofrisk based on the number ofdeaths expected annually. These
factors, such as dread, fatal consequences, voluntariness, controllability and familiarity, are
often based on emotions and have little scientific certainty. Forexample, in one study experts
rated the risk ofnuclearpower twentieth out ofthirty activities and technologies inlight ofthe
lownumber of mjuries ordeaths from nuclear accidents. College students, however, ranked
nuclearpower asthesingle riskiest ofthe thirty activities and technologies.^ These and other
studies indicate that laypersons' perception ofrisk includes many personal, subjective factors
other than the scientific quantification ofrisk used byexperts. This broad conception ofrisk

^ makes the task ofaccurately conveying the meaning of risk assessments to the public even
more difficult. Because people's perceptions ofrisk are based on a broad range of factors,
attempts to alter those perceptions based on technical data and statistics will likely meet
resistance. Furthermore, tomany people, statistical methods and probabalistic processes are
difficult to comprehend.

A

^ P. Slovic, Perception ofRisk, Science 236:280 (April 1987).
6 Mat281.
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Effective communication of risk is twofold, it must make scientific and technical

determinations of riskeasyto understand forlaypersons andit mustaddress thoseemotional
and cognitive factors which comprise laypersons' perceptions ofrisk. Evidence indicates that
the presentation of scientific and statistical data has a significant effect on whether juries
understandthe meaningofthedata''. Visual aids, includingvideopresentations, aswell asclear
and simple language areoften useful. Ina trial setting, allowing jurorsto takenotes andask
questions has been effective. Furthermore, presentation ofcomplex information by a neutral
expertasopposed todueling experts has been suggested as away toreduce confusion. Fmally,
experts and others seeking to influence risk perceptions must understand the factors upon
which laypersons base their perceptions of risk.

LEGAL IMPLICATIONS

While companies and environmental managers focus on statistics and technical risk ^
assessments tomake business decisions, legal liability isoften based on contrary principles.
Acompany may find itself inlitigation inwhich it may beheld liable simply byvirtue of its
operations. The legal doctrines of strict and absolute liability often provide that where p,
dangerous substances are involved, any level of risk is unacceptable. In these instances, a
company may be liable regardless ofthe prudence and diligence itexercises. Forexample, in
many cases the plaintiffonly has toprove that 1) he has been damaged, and 2)that the damage 1%^
wascausedby activities atorconditionsofhis neighbors property. The plaintiffisnot required
to prove that tiiespecificfacility which causedthe damage presents an unreasonable risk of
harm. ^

Furthermore, liability may be imposed upon those engaged in "ultrahazardous" or
"abnormally dangerous" activities. The plaintiff must only prove tiiat the facility isengaged
in an activity thatcancauseinjury to others, even whenconductedwith greatcare. Courts have ^
found that the generation, treatment and handling of hazardous waste is an "abnormally
dangerous" activity and, thus, subjects thefacility tostrict liability regardless of thelevel of
care exercised.^ Other operations deemed "abnormally dangerous" mclude oil refining, ^
shipment of chemicals, and disposal of toxic wastes. Once theplaintiff establishes that the
activity at issue meets tiie definition of "abnormally dangerous," there are no defenses to ^
liability. In addition, some states allow the plaintiff to recover punitive damages against ^
companieswhichengagein"abnormally dangerous" activities. Thesedamagesare leviedover
andabove those necessary tocompensate theplaintiff for injuries sustained, andare entered
in ordertopunishawrongdoer. These legal principles disregard risk analysis andcan limit the ^
value of risk assessment in decision making.

CONCLUSION

Risk assessments are often touted as objective, infallible determinations which are
dispositive ofthe question ofthe potential harm posed by a particular activity. In reality,
however, tiiese assessments oftenraise public relations and regulatory questions thatmay also
have legal implications. The education ofthe public, jurors, and regulators can engender an
understanding ofrisk assessments, tiieir uses, and their limitations. Furthermore, regulators
must beurged tomaintain the line between objective assessments and policy decisions, and
torecognize the differences. Riskassessments, intheirpropercontext, can help thepublic and
regulators to set priorities andcan helpto directmonetary and other resources.

Ĵ.S. Cecil, V.P. Hans and E.C.Wiggins, Citizen Comprehension ofDifBcuIt Issues: Lessons From Civil Jury
Trials,American University LawReview 40:759 (1991).

®Lutz V. Chromatex, Inc., 718 RSupp. 413,430 (MJD. Pa. 1989).
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EFFECTIVELY COMMUNICATING RISK
ASSESSMENTS TO THE PUBLIC

Charles E. Lambert,^ Mary P. McDaniel,^ and Susan L. Santos^

^UNOCAL Corporation
1201 West 5th Street, P.O. Box 7600
Los Angeles, CA 90051
2F0CUS GROUP
29 Welgate Road
Medford, MA 02155

INTRODUCTION

Efforts to communicate risk are often hampered by the lack of a common language
between professionals working on the risk assessment and the audience. Terms such as
"significant risk", "background level" and "adverse health effects" have different meanings
to the risk assessorand to the lay public. Research indicates that the publicperceives risk
quite differently than scientists and policy and decision makers. Experts tend to view risk
in tenns of the hazard that contaminants or processes pose, the exposure to the hazard,and
the probability of the event occurring. The public assesses risk on the basis of a wide
rangeof characteristics (1)many of which have to do with attributes notrelated to toxicity,
exposure or probability. One of the most difficult aspects of riskcommunication is creating
a common languagewith definitions that are understood by everyone.

As the public's "right to know" broadens, there has been a growing trend to release
risk assessment documents and numeric risk calculations to the community at large. For

sa, example, in California, AB2588 the Air Toxics "Hots Spots" Bill, requires that risk
assessment information be communicated to employees and neighboring communities.
Sometim.es community health concerns, rather than regulatory mandate, call for risk
assessments to be commissioned and communicated. In this paper we discuss problems of

^ conveying risk assessment information to varied audiences and the need to present
information in the overall framework of a risk communication strategy. An example of the
communication of risk information is described along with recommendations for improving

m communication.
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RISK ASSESSMENTS HAVE A LIFE OF THEIR OWN

Risk assessments have traditionally been produced with a specific purpose and
audience in mind, such as satisfying aregulatory requirement. But inreality, the document i
ends up in the hands of many different audiences including: the general public,
environmental activist groups, potential litigants, other regulatory agencies, the press, and ^
local, state and federal government. These parties have different agendas and levels of
technical knowledge which can lead to diverse interpretations ofthe document. As public
documents, risk assessments can end up almost anywhere and used for purposes never
originally intended. For example, the use ofCalifornia's Air Toxics Hots Spots risk n
assessments by the District Attorney's office to ensure company compliance with
Proposition 65. Because of different audience needs, risk assessments need to be easily
understandable and responsive to each audiences questions. The document or
supplemental information must clearly define the pu^ose ofthe risk assessment, how the
information will be used, and how the information will be translated into risk management
decisions.

AN EXAMPLE OF A POORLY COMMUNICATED RISK ASSESSMENT

We recentiy experienced the reaction resulting from the public release of a risk
assessment which was performed to answer community concerns about an industrid
facility in a residential neighborhood. In response to concerns that the company's ^
contracted risk assessment would be biased towards underestimating the risk, an ,/
environmental/engineering consulting firm was selected by acitizen's committee to perform
what was seen as an "independent risk assessment". UNOCAL a^eed to fund this health
risk assessment as pan of a risk communication strategy. The objective was toempower o
the community so that it could reach its own conclusions regarding health risk, rather than •
debate the community on the level or significance of "risk" that the company and public
define differentiy. The intent was to provide clear information, build credibility and ^
ultimately, to engage the community in discussions ofwhat needs to happen differentiy to i
achieve resolution of community fears and concerns Several problems hindered the
public's interpretation ofthe risk assessment: many number-intensive tables that had no real ^
import to the document, including "numbers" for numbers sake, scientific notation and
units not explained and not consistent throughout the document (ug/m^ and ppm were used
interchangeably), lack of an executive summary, or clear conclusions. From our
experience, this is not'a unique case, but tends to be the norm for risk assessment
documents.

Risk assessment documents should be prepared with the prospective audiences in
mind. A team approach, including risk assessors, engineers, risk managers and risk ^
communicators, should be applied toboth writing and presenting the final document. The
key istomake information accessible by avoiding the use oftechnical jargon and regulatory
phrases. Professional risk assessors need to recogiuze "non-technical" characteristics that
the public considers inassessing risk: whether the risk isvoluntary orinvoluntary, artificial
or natural, whether "dread" substances are involved, and whether or not children are
particularly at risk. In addition, if the public distrusts the risk information source,
particularly if that source is industry, this must betaken into account ^

r
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CAUSES OF, AND REMEDIES FOR, A POORLY COMMUNICATED RISK
ASSESSMENT

The implications of a poorly communicated risk assessment are numerous. An
unintelligible report forces the public to rely on other sources ofinformation such as the
press oractivist groups. These groups provide inteipretations ofthe document which may

^ be biased, inaccurate, or both. The failure to provide an intelligible report may force the
press torely on second-party interpretations. Apoorly written or inappropriate document
can aggravate and alarm acommunity unnecessarily and does not lead toconstructive risk
management

Given the complexity and importance of risk assessment information and the
increasing public demand for such information, it's critical to write a report that isclear ^d

^ meaningful to a community audience. As a result of our experience with this risk
assessment, we have come toa number of conclusions about what makes risk psessment
documents effective or ineffective vehicles for communicating risk. Suggestions for an
effective document include:

• Putting the report in narrative form to tell a story that the concerned individuals can
follow to a meaningful conclusion.

• Providing a clear executive summary that presents conclusions in "sound bites" that are
media fnendly and could appearin the local press.

^ • Having a non-technical "naive reader" review the repon to see if it answers the
questions that led to the risk assessment in the first place. Focus groups and pretesting
of the material should also take place before thedocument is released in final form.

• Presenting the material graphically instead of using tables or other number-dense
formats.

^ • Placing the highly detailed technical material in separate appendices, rather than
including it in the body of the report.

m

CONCLUSION

In conclusion, the goal of communicating a risk assessment is to share technical
information with a number of different audiences in an understandable way, and to
empower these audiences toreach their own conclusions about the actual risk. Toachieve
this end, a prospective riskassessment contractor should benot only technically competent,
but also capable of communicating clearly to many different audiences. Communicating
abouthealth andenvironmental riskswill always be emotionally charged. It will continue
to present technical experts with challenges they are often not well equipped tomanage.
Integration of risk communication concerns at the beginning of the risk assessment process
is essential to the positive acceptance of the document by all concerned audiences.
Ultimately, those responsible for assessing and managing risks must come to terms with
the public's definition ofrisk and understand that this definition isbased on more than just
the public's difficulty in understanding technical information. The communication of risk
assessment information must be part of a broader risk communication strategy - one that
recognizes that effective environmental management ismultifaceted and that communication
must be two-way. If communication planning isn't included aspartof theriskassessment
process, communicating "results" will contmue to be fiiistrating for all those involved.
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ABSTRACT

A GLOBAL OVERVIEW OF RISK MANAGEMENT
OF THE DOE COMPLEX*

H.P. Alesso, and K.C. Majumdar

Lawrence Uvermore National Laboratory
Nuclear Test Engineering Division

Lawrence Uvermore National Laboratory

No endeavor is risk-free and as we realize the inherent risks in society, our only
viable solution is to manage the risk. Application of an integrated risk management
programof a large technological system like the DOE complex is a difficult, tasiq but it is
the only rational means to optimize the risk-benefitequation.

An effective risk management culture within the DOE complex will in the long
run, ensure a consistent response to mitigate identified risks.

An effective risk management program provides responsible administrative
planning and logical application of the best technical ansdyses. It requires the
involvement of all personnel.

A risk management program utilizes the following broad risk management
principles:

1. Integration
2. Risl^safety goal
3. Risk awareness and perception
4. Planning, communication and implementation for risk avoidance, risk

mitigation and risk benefit optimization
5. Risk management tools; risk assessment and decision analysis.

Some specific elements are: hazard identification, risk assessment, risk
mitigation, emergency planning, incident investigation, audits, training, procedures
(operating, maintenance, testing and inspection, and change control), and continuous
improvements through feedback.

Cuirentiy, risk management methods, applications, and results have not yet been
demonstrated in a uniform self-consistent effon throughout the DOE complex.

The quality assurance review of so many diverse applications, methods, and
differing results presents a complex risk management issue for DOE.

Our objective in this paper is to point out broad perspectives that raise concerns
about future DOE risk management issues and to suggest some possible remedies.

This work was perfonned under die auspicesof the U.S. Departmentof Energy by LawrenceLivermofe
National Laboratory under contract no. W-740S-Eng-48.
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A GLOBAL OVERVIEW OF
RISK MANAGEMENT OF THE DOE COMPLEX

1.0 INTRODUCTION

1.1 Background

The DOE complex consists of a diversity of facility types including; reactor, non-
reactor, weapons, chemical process, and others. Many of these diverse facilities are
physically located in a single geographical location (See Table 1). These facilities
operate complex technological systems that have potential risks (like any other modem
technological process) to facility personnel, the general public and the environment.

As the global political changes have affected DOE/DOD planning and policy,
new priorities have emerged. The nuclear weapons dismantiement efforts have become a
primary focus of safety and risk assessment. Only very recentiy a general awareness
about these risks has developed within the DOE organization. Hiis is a fallout of (1) the
general public recognition of the risk of any complex system that was precipitated in the
wake of the such events as TMI, Chernobyl, Challenger, and Bhopal, and (2) as the
external threat of war has diminished, the willingness of the public to accept nuclear
weapons related risks has diminished.

DOE has recognized the value of risk management as an additional dimension of
its activities and performance. However, this recent recognition has not translate into a
uniformly focused activity. This may bedueto such various reasons as: ^

i I
1. Organizational diversity and jurisdictional complexity among diverse —

organizations.

2. Lack of independence of regulators from the operating authority and the '
absence ofre^atory enforcement authority atthe facility.

3. Ragmentation of regulatory criteria and absence of independent regulatory ; i
process.

4. Uncoordinated regulatory practices among multiple regulatory authorities, H
e.g., DOE, NRC, ^A, OSHA, state and local governments.

5. Inertia of the old culture.
1 •

6. Rate of introduction of the new risk-based culture throughout thecomplex.

7. Lack of consistent goals, policy, criteria, and methods commensurate with
facility type and functional process.

8. Lack of expertise, training, tools, data bases, and organizational structures
through out thecomplex. I

9. Recognition of the usefulness of information generated at a facility and its ^
implication on the benefit and cost parameters.

10. Rational implementation of the policy, goal, criteria commensurate with the
nature, magnitude and other important attributes of risic

(



Other industries, viz., aerospace and commercial nuclear power, have been
applying the methodologies of risk assessment for quite sometimeand are lately applying

1 integrated risk management techniques to make rational business decisions. In the DOE
complex the recent activities devoted to risk management process seems to be very
limited and preliminary results in many cases show unrealistic low magnitudes of
estimated risk (See Figures 1,2).

Objective

Our objective in this paper, is to give an overview of the status of risk
management activities in the DOE complex. A comparison of the status is made with
that of the commercial nuclear industry to get a perspective on the state-of-affairs in the

^ DOE complex.

2.0 UNIQUE ACnvrriES AT THE DOE COMPLEX

Risk Management at the DOE Complex has unique aspects that differ
significantly from other industries. Some of those major aspects axe: plutonium

^ handling, tritium handling, transportation of nuclear weapons and weapons grade
materials through wide regions ofthe country, safeguards ofsi^ial nuclear materials and
weapons, and interface widi Department ofDefense.

m

Modernization and consolidation of the DOE Complex in the Complex-21
Reconfiguration has been considered. It will be important to integrate these efforts with a
risk assessment of the complex as a whole, so that rational decisions may be made. Risk

^ comparisons of alternate configurations could bevaluable to the decision makers.

Another area of concern is weapons grade plutonium disposition in the United
States and the former Soviet Union which will be available from the dismantling of the
weapons. In this area also, elements of risk management principles could provi(te some
insists inchoosing between alternatives. For example, whether "buming" of the mixed
oxide fuel ina suitable reactor is more desirable compai^ tovitrification and disposal of
plutonium in geologic repository or some other alternative.

^ 3.0 STATUS OF RISK MANAGEMENT ACTIVITIES

Throughout the DOE complex there have been very few complete probabilistic
^ risk assessments (PRA) performed. Only recentiy. Savannah River Plant submitted the

Safety Analysis Repon to DOE/DP that contains PRA. A few of the other facilities, such
as the N-Reactor at Hanford and High Flux Test Facility (HFIR) at Oak Ridge have done
PRA using similar modeling techniques that have been applied to commercial nuclear

^ plants. A number of other facilities are also performing PRA of their facilities. The
stams of these studies is summarized in Table 1.

^ Previously master smdies were performed for the DOE complex which were
hazard analysis and lacked quantitative analysis. Applications are now being performed
in the weapons community reporting accident events as 10~^^ peryear. Such a lowvalue
is nfli indicative of safe weajmns. It is. indicative of PRA efforts that overly limit scope

^ (no common cause/mode analysis, no human factors analysis, and no external events
analysis) and use inappropriate non-conservative simplifying assumptions (statistical
independence and over-extrapolation of data).
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4.0 RECOMMENDATIONS AND CONCLUSION

We would like to recommend that data on related DOE risk assessments be
evaluated similarly to NRCs NUREG 1150 study.

TABLE 1: DOE FACILITIES

Location Site Facility
PRA Studies*

Comnieted In Proeress
AlbuQueraue (AL) Allied Sienal 1

Albuoueraue (AL) EG&G Mound 8
Albuaueraue (AL) General Electric 2

AlbuQueniue (AL) MK. Fereuson 1

Albuau^ue (AL) Mason & Haneer-Silas 2

Albuaueraue (AL) Sandia (Albuaueraue) 2

Albuaueraue (AL) Sandia (Livennore) 2

Albuaueraue (AL) University of California 9

Albuaueraue (AL) Westinehouse Albuaueraue 1

Chicaeo (CH) Brookhaven National Lab-BNL 5

Chicaso (CH) Princeton University 1

Chicaeo (CH) Universities Research Association 1

Chica20(CH) University of Chicaeo/ANL 10
Chicaeo (CH) University ofTenn./Si»ce InstiL 1

Idaho (ID) EG&G/Idaho 6
Idaho (ID) Mountain States Enerev Inc.-MSE 1
Idaho (ID) West Valley Nuclear Services

(Westinehouse)
1

Idaho (ID) Westinghouse Industries Nuclear
Corn.

2

Nevada (NV) EG&G/Enerey Measurements 1
Nevada (NV) REECO.EG&G.etal 1

Nevada (NV) Reynolds Electric Eneineerine Co. 1

OakRidee(OR) Bechtel Oak Ridee 2

OakRidee(OR) Boeine Petroleum Services -BPS 1
Oak Ridee (OR) M.K. Fereuson 1

OakRidee(OR) Martin Marietta Enerey Systems 16
Oak Ridee (OR) Westinehouse Oak Ridee 2
Rocky Flats (RF) EG&G/Rocky Flats 4

Richland (RL) Westinehouse Hanford Co.-WHC 10
San Francisco
(SAN)

Bechtel Corp. 1

San Francisco
(SAN)

Rockwell International 1

San Francisco
(SAN)

Stanford University 1

San Francisco
(SAN)

University of Califomia-LBL 3

San Francisco
(SAN)

University of Califomia-LLNL 9

Savannah River
(SR)

Westinghouse Savannah River Co.-
WSR

0

^Available upon request at the PSAM Conference.
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TABLE 2: WEAPONS RELATED PRA

Risk Assessment Planned k

B57 Level 1 9/93
W79 Level 1 9/93
V/48 Level 1 2/94
W68 Level 1 6/94

W69 Level 1 6/94
WTO Level 1 12/94

B61-0.2 Level 1 12/94

WS6 Level 1 4/95
W62 Level! 10/95
Fantex Onsite Tra 1>94
Fantex Statnne/sto 1/95
Pantex Assemblv 3/95
NTS Annine & Hrine 1/94
NTS Assembly. Disassembly 3/94
NTS Insemon. Inst 12/94

NTSOffsiie 10/94

* Available upon request at the PSAM Conference.
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THE INTEGRATION OF HUMAN FACTORS INTO THE
RISK ASSESSMENT OF A NUCLEAR DEVICE

ARMING AND FIRING SYSTEM^

Thomas Altenbach, and Walter Fenell

Risk Assessment and Nuclear Engineering Group
m Nuclear Test Engineering Division

•art

BACKGROUND

Assuring the safety of the arming and firing (A^dEO system for nuclear device
testing at the Nevada Test Site has been an important priority since the start of the nuclear
test program. Recently analytical work has been done using risk assessment techniques to
update safety evaluations for the A&F system used by Lawrence Livermore National
Laboratory. In 1990, Lappa^ presented a fairiy typical probabilistic risk analysis, basedon
work by others dating back to 1976. This smdy took the original A&F fault trees and
updated them to correct mistakes, to inunove descriptions of the fault paths, and to better
reflect current designs. In 1992, Clay^ presented an analysis which made some minor
changes to the Lappa fault tree, and then discussed the first and second order cut sets in
various detail. Some calculations were done to estimate the likelihood of the occunence of
these cut sets; however, there was no systematic probabilistic evaluation of the overall fault
tree. Neither study attempted a detailed treatment of human factors. Then it was
recommended that a more thorough follow-on risk assessment be performed that included
human factors. It's intended that this latest study^ will comply with the Department of
Energy (DOE) Orders 5610.11 (Chapter 9) and 5610.11 A, as evaluated by the DOE
Nuclear Explosive Safety Study Group.

SCOPE

This study is concerned with the potential for the release of plutonium from a
nuclear device due to hardware component failures, human errors, and/or external natural
phenomena affecting the A&F system. Intentional human actions such as sabotage or
terrorist subversion were excluded from this analysis. The time period of concern begins
when the device and the A&F equipment are located physically adjacent at ground zero,
until the device is fully stemmed. This time period is divided into the following phases:
device delivery and installation, hot dry run testing, and device insertion. Dispersal
following a detonation of the device high explosive is the only release mode considered,
and no attempt was made toestimate the consequences ofadisp^aL

*This work was performed under the auspices of the U.S. Department ofEnergy byLawrence Livermore
National Laborat^under contract no. W-7405-Eng-48.
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SYSTEM DESCRIPTION

The purpose of the A&F system is to reliably detonate the nuclear device at the
intended time, while safely preventing detonation atany other time. Command signals and
power are sent from the control room to an electrical panel called the zero interface unit
(ZIUXJThe downhol.e cables connect the ZIU to the A&F components. When arming
power is supplied, capacitors (the X-unit) are charged. Then onthe &ing signal, the stored
energy is discharged into the detonator cables leading to the nuclear device. Critical safety
considerations involve the connections between the ZIU and A&F cables, and between the
A&F capacitors anddevice detonator cables. Figure 1 shows a simplified sketch of the
A&Fsystem as it is configured for fouroperational phases.

ANALYSIS

We began with a thorough review of both thedevice system engineer's checklist
and the arming and firing checkUst procedures to identify the time periods when haza^
could threaten an inadvertent detonation. Next weidentifi^ those enable initiators which
could cause a high explosive detonation. Duetodiffming accident initiators, theresultant
complexity of the analysis required for each operational phase was quite different This
ranged firom a simple qualitative analysis for thedevice deUvery phase, to a human factors
screening analysis far the hot dry run phase, and finally amore ^tail^ task analysis and
accompanying fault tree for the insertion phase.

Device Delivery and Installation Phase

This is the first phasein which the A&F system and the nucleardeviceare in close
proximity. However, all the A&Fsystem cablesarc physically locked out from the power
sources located in the zero interface unit Furthermore, the device detonator cables are also
physically locked out from theA&F system. Although in proximity to thedevice, theA&F
system is electrically isolated from both thedevice andpowersources during thisphase. A
qualitative analysis concluded that due to this dual isolation of the A&F system in this
configuration, the risk of an accidental highexplosive detonation due to failures relatedto
A&F was neg^gible.

Hot Dry Run Phase

This is a phase of A&F system testing where the A&F cables are connected to
powersources at the ZIU.The device detonatorcables remain lockedout In order to test
the A&Fsystem, commands andcharging powerare sent tlrough the7SU to exercise the
entire system, with the final firing power Averted to a load simulator which takes the place
of thedevice. Qualitative analysis showed that the risk of a detonation duringthisphase is
dependent upon human acticm, as thepotential foranerrorof commission in connecting the
detonatorcables to the A&F system doesexist

The key factor in ensuring that a detonation cannot take place during a HDR is
maintaining that the d^ce detonator cables remain locked out During the IpDR test, all of
the downhole cables are connected to the A&F system, and since the device is locked out, a
load sinniiatnr is used to measure the magnitude and duration ofelectrical pulses. It is not
possible to tell finom thecontrol room if theactual connections areto thesimulator or to the
real device. Therefore, the possibility exists that if the detonatorcables were connected
instead of the load simulator, there would be an detonation during the HDR. This
possibility is prevented by administrative controls, and there are no procedural steps to
connect tte de^nce during die HDR.
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We used the Accident Sequence Evaluation Program^ (ASEP) methodology,
developed for the nuclear power industry, to produce conservative quantitative estimates on
the human error frequency. An enor of commission is assumed to occur during a HDR in
which someone mistakenly unlocks die detonator lock box, disconnects the load simulator
from the A&F system, and then connects the detonator cables to the A&F system. Four
recovery factors as defined by Jhe ASEP method were identified which mitigate the
likelihood of this error. Assuming an initial human em)r probability (HEP) of 0.03, and a
value of 0.1 foreachrecovery factor, yields a frequency of 3x10^. While thevalues used
in this screening process are extremely conservative, the results do indicate that the above
event is potentially credible.

The Device Insertion Phase

During the Device Insertion phase the device is lowered down into the hole, and
once lowered the hole is stemmed. The device detonator cables are connected to the A&F
system, but the downhole cables are locked out from the ZIU. Instep the ZIU is
connected to a simulator to perform signal dry run (SDR) tests. During this phase,
downhole cable testing and SDR testing are done on a daily basis. This continues die entire
length of the phase, assumed to be 14 days. These tests are typically performed as follows.
Two authori^ personnel unlock the A&F downhole cable lock box, perform cable tests,
then secure the lock box. Next the simulator equipment is checked out, and connections to
the ZIU are verified. At this point, a phone call is made to the control room, notifying that
all is ready for the SDR and requesting that power be sent Actions at the control room then
power up the ZIU. Next anautomatic command sequence is started, which ch^es the X-
unit simulator. After a delay of about 3 minutes, the X-unit simulator is automatically fired.
During this interval, the test director at the command post does have the option to delay
firing, or to cancel the test and disarm the X-unit simulator.

The opportunity does exist for human eiror to cause a detonation of the device
during the SDR test A sequence of errors must occur for this to happen. A brief task
analysis of thetestprc^edures produced the following scenario judged most likely toresult
in inadv^nt detonation. A more complete HRA that could develop all credible sequences
was beyond the scope of this project

1. The authorized person, denoted by Kl, responsible for securing the lock box fails
to follow the written procedure and leaves the box open after completing the cable tests.

2. The other authorized person, denoted by K2, responsible for checking that the box
is locked fails to do so.

3. Kl, in violation of the standard two-man policy and without following an
appropriate checklist, independentiy disconnects the SDR simulator and connects the A&F
cables to the ZIU. This might occur if the Kl was very confused, and believed a hot dry
run was to be performed instead of the signal dry run. In a HDR, the A&F cables are
connected to the ZIU, as discussed previously.

4. K2, and any other authorized personnel nearby, fail to check the work that Kl has
done and do not notice the A&F cables are hooked up. Instead K2 calls the control room
for power to be sent to the ZIU to complete the SDR.

5. The test director fails to stop the SDR. Although there is no direct indication in the
control room on the status of the lock boxes and cable connections, personnel monitoring
the charging voltage on the X-unit simulator should notice a discrepancy in the charging
time if the actual A&F X-unit were being charged. This is because the simulator is charged
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with only a single power supply, whereas the actual X-unit is charged with two power
supplies. Therefore the simulator takes twice as long to charge as the actual X-unit p

While it is possible to again use the ASEP methodology to provide a quantitative
screening probability for this scenario, we chose toapply the more detailed Techniqiie for ^
Human ErrorRatePrediction'̂ (TISRP). Thisallowed us toestimate theprobability of the
sequence and uncertainty within fairly tight bounds for use in the insertion phase fault tree.
The results from the THERP calculation follow. The frequency of leaving the lock box
open is estimated at .0015; the frequency of the A&F cables being connected and ^
undetected by Red Shack personnel, given the lock box was left open, is .000125; and the
frequency of the test director to fail to detect the X-unit charging discrepancy is .27, all per
day. Then the probability of inadvertentiy charging the X-unit is .0015 ♦ .000125 ♦ 14 =
2.6x10*^, and theprobability of inadvertent detonation viahuman error is 2.6x10^* .27=
7.1x10-7 per test

The uncertaintyof this result was estimated by assuming a lognormal distribution ^
for each error in the sequence, with error factors derived from THERP. Then a Latin
Hypercube simulation was run on the sequence, and the resulting best estimate had an
associated error factor of about 15. This value was then used for the error factor for the
human enors used in the insertion phase fault tree as basic events. / I

There are some simple positive measures which could be taken to mitigate the risk
from this scenario. The most obvious is the addition of anannunciator in the control room p,
to indicate an abnormal condition with respect to the downhole cable lock box and/or the
actual cable connections. If properly configmed, failure of the test director to respond to
such an annunciator has av^ low probability, and assuming a low level ofdependence,
the value used for that error would be reduced from .27 to .05. The installation of an
interlock which prevents power from being sent by the control room whenever an abnormal
condition is indicated would further reduce the error probability. ^

Another simple way to reduce the probability of this sequence is to reduce the I
number of signal d^ runs performed during the insertion phase. A reliability analysis
needs to be done to determine the benefits of doing the daily SDR test For example, it is
conceivable that performing 14 SDRs provides oitiy a marginal increase in A^ system ^
reliabilityover performingmerely 2 SDRs, one at the beginning and one at the end of the
msertion phase. In this example, a factor of 7 decrease in risk is accomplished by trading
off a potentially negligible decrease in reliability.

A new fault tree was developed for the insertion phase, including basic events
consisting of hardware component failures, lightning strikes, and human errors. The two
humanerrors of inadvertent armingonly, and inadvertentarmingand firing, are explicitiy
included as basic events. Imbedded in these basic events are dependencies &velop€^ in the
human error sequences explained previously. Although other human errors due to n
common cause are conceivable, a better understanding of the A&F operations as they are
actually carried out in the field is needed before additional conmion cause errors can be
includ^ The fault tree was graphically input with the IRRAS code^, and solved for
minimal cut sets. The fault tree was quantified, and we have documented the sources fen* all
basic event failure rates used. The mincut upper bound calculation resulted in a value of
7.3x10-'̂ pertest This represents ourpoint (orbest) estimate of the probability of system
failure per test during the insertion phase. Tliis is similar to the res^t from £e previous rn
study^andwebelieve it is realistic fora very safe andreliable system thatnevertheless is
susc^tible tohardware frdlures, lightning, and human error.



We have also performed an uncertainty analysis using a Latin Hypercube
^ simulation, which provides a probability distribution for the results. The uncertainty

analysis^elded adistribution with the 5th percentile =5.5x10*^, and the 95th percentile =
4.8x10'̂ , and the median or 50th percentile = 4.7xl0~^. An importance calculation was
performeid which ranks all the basic events according to their contribution to the system

^ failure probability. The most important events are human errorwhich aims and fires the
device, and direct lighming strikes. Lower in importance are failure of the lighming
protection devices, a failure of the X-unit switch tube, and human enor which inadvertentiy

m charges the X-unit capacitor.

RESULTS AND CONCLUSIONS

We have produced qualitative and quantitative results, which assessed the
likelihood of having an inadvertent detonation of the device caused by A&F system
failures. It isour fining that the A&F system iswell designed, and operat^ by dedicated
personnel. The continuous testing done on the system assures that the haidware will
hinction safely and reliably to a high confidence level. However, the safety is highly
de^ndent on Ae human. Although very thorough administrative controls are followed and
written checklists are well understood by experienced and knowledgeable people, the
opportunity for serious human error is present during the hot dry run and insertion phases.
Although several human errors are required for a detonation, the potential for a common
cause such asmiscommunication and confusion threatens tob^ass the engineered safety
redundancies and administrative controls. Qualitatively, we believe human interaction may
be the most important factor in the safety of the A&F system.

The risk due to human error in the device delivery and installation phase was judged
to be minimal and was not analyzed in detail. The risk due to human error in the hotdrvnm
phase was evaluated using the ASEP methodology. The resulting accident probability
estimate is 3x10"^ per test While the values used in the screening process arc very
conservative, the results do indicate that human error in this phase is a concern. The fault
tree analysis produced a best estimate failure probability of T.SxlO**^ per test for the

0^ insertion phase. This risk was approximately equ^y shared by human error and lightning
events.

Since human factors are so important to the safety of the A&F system, we
^ recommend that a more detailed human reliability and task analysis be done on the hot dry

run and insertion phases. This would require the analysts to observe the actual operations
being performed for the next nuclear tests. Although we believe the human error

^ frequencies u»sdin this analysisare conservative, it's possiblethat a greaterunderstanding
of &e actual operations, and the potential for common cause among events previously
considered indepen^nt, could filler increase the import^ce of human factors. Future
work should also show how human error can be mitigated, possibly by tighter

^ administrative controls, more detail and redundancy in checklist procedures, and other
means designed to make potentialcommon cause errors more independent.
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A METHOD FOR DETERMINING RISK TO
GROUND FACILITIES FROM AIRCRAFT ACCIDENTS*

Chris Y. Kimura, and C. Thomas Bennea

Fission £ne^ and Systems Safety Program
Lawrence livermcBe National Lalxxatory
Liveimore, CA 94550

INTRODUCTION

Background

Many local ^)ecial inter^ groups, as well as government agencies, have raised the threat ofan
aircraft crashing into aground facility near an aiiporL Pot example, many large commercial shopping malls
are located near the ^)proach and depanme routes ofnearby aiip(^.

Two such examples inCalifornia are the Eastiidge Mall in San Jose, which is located near Reid-
IfiUview general aviation aiipott, and the Sun Valley Mdl in Concord, located near Buchanan Field serving
both general and commercial aviaticm traffic. The Sun Valley Mall was hit by a twin engine aircraft on
Decemb^ 23, 1985. All aboard the aircraft were killed, as were several individuals within the shopping
malL This is not an isolated inndencex

The same s(»ts ofproblems exist with federal facilities. Recently, FAA has proposed tolocate an
^ traffic control (ATQ facility onthe final approach <rf a majo' airpon inOhio. One of the better known
mstances of potratially high lisk collocations ofaiiports and federal ground facilities is the Pantex nuclear
weapon production ^cilily, located near Amarillo rntftmarinngi Aixpot.

Risk resulting from an aircraft accident has been viewed as a stochastic
process, with the probability density function being distributed evenly with respect to

' geography (Goldstein, et ali% 1W2). Odier aviation risk researchers have used exponential probability
densi^ functions, PDFs (Krivokapich, 1976). In this latter study, the investigators applied PDFs to
airways near facilities being studied, but without considering whether those airways are actually used during
normal air operations.

Inother domains, risk investigates have used similar conceptual approaches (Sandman, et aiia,
1987). That is, these researchers q)plied isoprobability PDFs plotted simply asa function ofHistanf-ft from
ahazard.

Statement of the Problem

We question the validity of examining aviation risk as a function of
geo^aphy, without considering the pattern of aircraft operations. The significance of this
lies in the f^t that airplanes do not opoate in a random fashion around an airport. For the most part, there
arevery specific £Q)proach and depanme i^thsassociated with each aiipcA

For example, the manner inwhich aiicxaft enter and exit Airport Traffic Areas is determined by
such factors as(a) geography, (b) noise abatement issiMS, (c) location ofnavigation facilities, (d) position
of airways, and (e)runway lengths and orientations.

This work was perforaied under the auspices ofthe U.S. Department ofEnergy by Lawrence Liveimore
National Laboratory under contraa no. W-74Q5-Eng-48.
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In both theGoldstein andKrivokapich pq}ers refened to previously, littleregard wasgiven to how
aircraft actually usetheairsi»ceallotted to thenu In theGoldstein work, PDFswereapplied to a sectorof
airspacelocatedat the approachend of the runway.

On thesurface thismight appear logicd if, and onlyif, all approaches are essential straight-in to
theaiiporL Anapproach isconsidered straight-in if anaircraft intercepts andtracks theextended centerline of
therunway beginning at a pointseveral milesfinom theairport. ^

IntheKrivokapich paper, PDFs wereapplied inancfthonormal pattern, perpendicular to published
airways. Again thiswould seem logical if,andonlyif,ainaaft flew on thos&published airways.

Theproblem in thefirstp^}er discussed is thatstraight-in approaches mayor maynot be usedat
anygiven airport If theyare usedat an airport, thepattern of usage may be determined by the direction
from whichdieaircraft is arriving,or seasond wind patterns.

The problem with the Krivokapich work is that rarely do aircraft fly routes published on
navigadon charts, once they start prqiaring for a landing. The reason for this is that once an aiq>lane nears ^
itsdestination, frequendy ATC willprovide vectors to the finalapproach course. The reason for this is to <
save time and money.

Essentially, the only time that published approaches are used are (a) during training, (b)
communications failures, and (c) when air traffic is delay^ and aback log exists of aircraft waiting to 1^.

The obvious point we are trying to make is that a ground facility isat risk to an aircraft accident /
only if aircraft flyoverit. Themagnitude of the riskis thendetermined by the fluency of theair traffic,
and accident patterns that might beassociated with specific procedures being used during flight over that
facility.

In essence, the previous studies have£Euled to aska question thatcan be answered fairly simply:
*'Do air traffic control procedures require aircraft to fly over the site being studied?"

METHODOLOGY

Determining Air Traffic Patterns

There are several sources that need to be consulted to understand and determine the how an a'Trrafr
will approach and depart a given airport. The information sources examined byan investigator would
include (a) FAA navigation charts and textual documents, (b) non-FAA, authoritative, local air traffic
IHOcedure guides,and (c) localair trafficcontrolperscmnel.

The official navigation charts include: (a)Standard Instrument Approach Procedures (SIAPS), (b)
Standard Terminal Arrival (STAR) plates, (c) Standard bisttument Depature (SID) plates, (d) Sectional
Aeronautical Charts, (e)Low and Ifigh Altitude Emoute Charts, and (f)Airpm^acility Directctfies. These
sources provide abasic understanding ofthe overall structure ofthe air traffic around an aiipOTL ^

Non-FAA navigation information is often published by state aviation commercial [
vendors. AirtrafBc control [Hocedures areoften provided such organizations ina format 'ha? ismore HgtaiiArf
than provided by the FAA. ^

Local air traffic control offices thatshould be interviewed should include; (a) Air Route Traffic
Control Centers (ARTCCs). (b) Traffic Control Centers (TRACONs), and (c) Airport Traffic Area (ATA)
coatrolleis. The infcnmation provided by these sources win inovide the core ofairspace usage analysis. The
analysis methods used these data to determine how Probability Density Functions should be applied m
geographically.

Air traffic Activity and Accident Reports

Air traffic activiQr is defined bythenumber and type of operations conducted around anairport.
These data are compiled by k)cal ATC personnel and repotted toFAA Headquarters.

Two approaches canbeused lodescribe accident rates at a given airpon. Thefirst is lessspeciflct
but mcne powerful statistically than the second. This more powerful method is based ondetermining the
accident rates atairports similarto the one under invegiignrinn Averag^data ganiple sigg > '
is then usedduringthe analysis.

But, it is important tounderstand is thesampled data is representative of theairport being studied.
This canbedetennined byapplying standard tests ofcentral tendency andvariation.

Air traffic activity and accident reports used during the analysis should include: (a) Aviation
Statistical Hsuidbook, (c)F.A.A. Federal Air Traffic Activity, (d) aircraft accident reports obtained
fiom the National Transportation Safety Board, and (e) runway usage that ran beobtained directly firom
theairport-being studied. H

The activity measures provide the lasis for the denominauv of a basic probability equation-the
number ofpossible occurrences. The accident reports provide thefitequency oftheevents inquestion.

Runway usage datais normally gathered bya tower, butarchived fa* cmly fifteen days. If thereis _
evidence that the pattern of runway usage may affect theanalysis, then discussions with a specific tower
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will be requiredin orderto obtainthedatafor longperiods of time.Thisprocessrequires coordination; but,
it is not a difficult process.

Accident and Risk Calculations

The accident frequency data can be incorporated into the analysis depending upon whether a
chronological description of the events is relevant If not, and if the airport being studied ^pears to be
representative of othersimilar airports, then thedatamaybeaveraged across timeandairportsites.

Accidentprobabilities are dien computed based on the operational usage information gathered
earlier.Now, insteadassigning crashes to geographical areas through whichair traffic wouldnormally not
fly, only that area that has been designated by the air space usageanalysis is considered.

Howaircraftaccident areassigned to thoseoperational areasis determined by whatinformaticxi is
available in the NTSB reports for tiiatairport If information concerning whereaccident werelocatedwith
respect to an airport are not available, because they were not systematically coded into those specific
reports, then other studiesmust be used.SeeBennettand Schwirzke, 1992and Kimura, 1993.These repots
provide statistics to assignaccident rates to certaindistances frnn an airport

These data are dten applied only todie geographical areas shown tohave relatively high ipigeby
p, the activity analysis. Probability density functions are Uien applied to those specifically identiHed air

corridcxs.
A parallelstep in determining theprobability of anaircraftcrashing intoa givensite is calculating

die probability of an aircraftflyingover thesite in question. Thesemethods usea process similarto the one
fmi Krivolcapich used.Thatis, taketheappropriate dataon activity for theairport andassume that theaircraftis

following the routes established by local operational convention.

m DISCUSSION

During this discussion, we will provide parts of a risk analysis that might be conducted at a
specificairport Because of space,thefullanalysis willnot bepresented, but ratherexcerpts from different
steps in the process.

Air Route Usage Analysis

Discussions with Amarillo ATC revealed that there was a season specific change in the usage of
the runways. Runway22 is typically used in die Summer and. Runway 4 is used in die Wintermontiis.
This would suggest that a detailed risk analysis of Amarillo should include a runway usage analysis, as
discussed above.

Accident and Activity Analysis

^ Table 1presents die aircraft operations data for the Amarillo International Airport from 1964 to
1990obtained from the F.AJ^ FederalAir TrafficActivi^ by Hscal Year. Prior to 1968, die Amarillo
Intemational Airpoft wasan active U.S. AirForce Base butaccepted OHnmerciai air earlier traffic for the
Amarillo region, acctoding to discussionswidi the AmarilloATC.

M Table I also presents dieaccident dataneardieAmarillo region from 1964 to 1990obtainedfrom
die NationalTransportation SafetyBoard (NTSB). In addition to die Amarillo International Airport diere
is a general aviation airpmt Amarillo Tradewind Airport located approximately 5 1/2 miles West,
Soudiwest of die Amarillo International Airport There arealsotwosmallprivate general aviation airports.
Pah)Duro, and BuffalolocatedSouthof Amarillo. Asshown byTable 1, diere were 131aircraft accidents
in the Amarillo, Texas area from 1964to 1990. Of diis total, we were able to assign 58 as occuning at the
Amaiiilo Tradewind Airport and 8 to oUier airports in the Amarillo area. A totalof 27 aircraftaccidents
were designated as occuningat die AmariUo Air Force Base, Amarillo Municipal Airport Amarillo Air
Terminal, or die Amarillo International Airport We assumed diat all of diese tides refer to die same
airport Thirty eight odier accidents either could not be assigned to a particular airpon or occurred
s(Mnewhere in the Amarillo area.

As for the 131 accidents occurring near Amarillo, only three involved large aircraft A Tr^
^ World Airline Boeing 727suffered an in-flight emergency andrequired anemergency landing at theAmaiillo

Air Force Baseon December 16,1965. Only minor damage occurred to the aircraft and no fatalities or
serious injuries weresustained during diis event OnJuly 20, 1966, a Boeing 720 on a training flight
sufferedahardlandingandgearcoUapseatdieAmarilto AirForce Base. Substantial damage occurred to the

^ aircraft but no fatalities orserious injuries were sustained during dieevent Finally, on April 28,1985, a
Southwest Airline Boeing 737-3H4 ran off a wet Runway 04 during a diunderstorm at the Amarillo
International Airport Substantial damage occurred to dieaircraft butno fatalities or serious injuries were
sustained during thisevent Of these three accidents, only two can beccHisidered as occurring during 14

• CFR 121 operations. From Table 1, a total of 396329 air carrier operations are tabulated. So a
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preliminaiy air carrieraccident rate of (2/396329) s S.OS E-6 per air carrieroperation can be calculated.
Thiscompares quitewellwith theaverage 14CFR 121 accident rate of 3.74 E-6 per dq>arture obtained
from the F.A.A.and the N.T.S.B. by averaging the number of accidents and deparuires for the U.S. from
1979 to 1992.

A preliminary general aviation accident rate for the Amarillo International Airport can be
determined usingthe data from Table 1as follows. Assuming, conservatively, that the numberof general
aviation accidents is equal to the total number of accidents assigned to the Amarillo Air Force
Base/Amarillo International Aiipcrt (27) minus the accidents involving air carriers (2) plus the other
accidents in the Amarilloarea (38) for a totalof 63. The total numberofgeneral aviationoperationsfor the
Amarillo International Airport is equal to the Air Taxi operations and General Aviation operations or
68,621 plus 1,119,425 for a total of 1,188,046. The preliminary general aviation accident rate of
(63/1,119,425) =5.30 E-5 per general aviation oi^tion iscalculated. Unfortunately, it isnot possible to
compare this accident rate witha U.S. general aviation accidentrate because the numberof dq)artures for
general aviadon is not tabulated by the FAA. or the N.T.S3. A logical next step to confirmthis general
aviation accidentrate is to comparethis ratewitha generalaviadonaccidentrate at a nearbyairport which
has aircraft operations similar to Amarillo such as Lubbock or Midland, Texas.

CONCLUSION

Thispaperhasattempted to outline thestepsnecessary to perform a credibleassessment of the risk
to groundfacilities from aircraftaccidents. Somepreliminary aircraft accidentand operation data at the
Amarillo International Airport in Texas was presented as an example. Future work would require
estimating the location of the accidentsas a function of distance from the runways and overlaying this
estimate with the location of various ground facilities luar Amarillo.
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Table 1

Aircraft Operationsat Amarilio IntemationaiAirport, TX(AMA)

Air Carrier FY Air Taxi FY Gen. Av, FY MilitaryFY Total FY

Year Operations Rank Operations Operations Operations Operations Rank

1964 14.610 127 25,605 36.409 76,624 184

1965 15,980 115 26,171 45.864 88,015 174

1966 17.877 108 27,356 53,554 98,787 181

1967 15,959 120 27.414 63,071 106,444 195

1968 17,556 118 28.065 64.606 110,227 205

1969 17.699 126 42,863 40.732 101,294 232

1970 16,980 127 44.020 44,016 105,016 231

1971 14,958 117 38,970 39.543 93.471 251

1972 14.679 113 552 37.496 34.340 87.067 262

1973 15,051 111 529 34.280 31.778 81.636 268

1974 14,143 117 730 63.314 30.977 109.164 224

1975 13,326 121 1,063 44.194 27.952 86,535 280

1976 13,584 122 1,278 51,459 26,063 92.384 272

1977 12,679 132 1,565 54.101 28,417 96.762 284

1978 15,410 113 1,271 50,763 21,443 88.887 301

1979 16,352 108 3,228 58.184 21.549 99.313 281

1980 14,894 113 5.371 53,690 22.318 96.273 280

1981 12,833 119 5,749 58.435 24,934 101.951 251

1982 12,953 109 5,734 55.478 30,956 105.121 194

1983 13,751 110 7,373 54.306 31,585 107.015 206

1984 12,294 124 5,947 50.376 32.156 100.773 229

1985 12.789 123 6.945 39.586 31,099 90.419 262

1986 1^375 127 5,550 35,248 35.888 89.061 266

1987 15,339 114 4,854 31.983 41.140 93.316 264

1988 15,610 111 2,451 29,335 39.692 87.068 276

1989 13,480 115 3,694 28,147 39,688 85.009 275

1990 13,168 120 4,737 28.586 39,690 86.181 285

Total 396,329 68,621 1.119.425 979,460 2.563.835

Aliport operations data from Federal Aviation Administration "Federal Air Traffic Activtty, Fiscal Year
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Table 2
Aircraft Accidents Near Amarillo, TX

Amarillo AFB/ Amarillo Other
Amarillo Intn'i Tradewind Amarillo Amarillo. TX Total

Year Airport Aiiport Airports Area Accidents n

1964 3 2 3 2 10
1365 2 8 1 1 12
1S66 3 5 1 3 12
1967 0 3 0 1 4-
1968 2 4 0 2 8
1969 2 5 1 3 11
1970 1 0 1 1 3

1

1971 0 1 0 1 2
1972 1 2 0 1 4
1973 0 2 0 1 3
1974 1 3 0 3 7

1 I

1975 1 3 0 4 8
1976 2 1 0 3 6 Hj
1977 4 2 0 1 7 n
1978 0 4 0 1 5

(

1979 0 3 0 1 4
1980 0 0 0 0 0 1 1

1981 2 2 0 0 4-
1982 0 0 0 2 2.
1983 0 1 0 0 '1
1984 1 4 0 4 9
1985 1 2 0 0 3
1986 0 0 1 0 1
1987 1 0 0 0 1
1988 0 0 0 1 1 /

1989 0 1 0 1 2 -

1990 0 0 0 1 1

Total 27 58 8 38 131
/ '

Aoddent data from National Transportation Safety Boant (NTSB)
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RISK ASSESSMENT - THE EUROPEAN SPACE AGENCY APPROACH

Dr. Christian Preyssl

Product Assurance and Safety Department
European Space Agency
2200 AG Noordwijk - Tiie Netherlands

1. INTRODUCTION

The European Space Agency ESA has developed a new and advanced safety
analysis and risk management approach. This approach involves probabilistic risk
assessment and provides the basis for the implementation of the ESA safety policy and
program on ESA projects. The ESA safety policy and program aims at minimizing
risks of loss of life and of spacecraft within the mission constraints. The safety
program is an integrated part of all safety & product assurance activities.

It is the aim of this paper to illustrate the principles of risk assessment, its role
in the safety program and the development of the method.

2. PRINCIPLES OF RISK ASSESSMENT

With spaceflight high risks are associated. These risks are considered to originate
from hazardous characteristics of the system, from hazardous effects from failures of
functional constituents and from associated potential accident scenarios. A space
system comprises hardware, software, human operators and the operation environment,
which are necessary to perform the various functions and to achieve the mission
objectives.

Typical risk increasing characteristics of a space system are large amounts of
energy required to be contained and controlled, severe mass constraints imposed
resulting in limited design & operational margins and failure tolerance, utilization of
new and not necessarily mature technologies and the high complexity of the design
and dynamic operational regime.

Before risks can be reduced and managed they must be identified. For this
purpose safety analysis is used, which is supported by other analyses.
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Safety analysis comprises deterministic hazard analysis and probabilistic risk
assessment. This analysis supports a total system and system specific approach and
involves a combined "bottom up" and "top down" method. The bottom up concept , ,
addresses the "devil that hides in the details" and the top down concept assures an
optimization of the system. The method supports the integration of safet\' with ^
reliability efforts and increases..the dialogue with engineering.

In hazard analysis the hazardous characteristics of the system, the hazardous
effects from failures and all associated accident scenarios are identified. This ^
corresponds to answering the question: '

"what can go wrong, what are the consequences and how severe are
they ?"

FMECA and flmctional analysis provide input to hazard analysis.
In risk assessment the risks of the individual accident scenarios are determined,

cumulated in order to identify the overall risk and ranked according to their relative
risk contributions. This corresponds to answering the question: p

"how likely are the scenarios, what is the state of knowledge about them
and which are the most critical ones ^

Reliability prediction provides input to risk assessment
Hazard analysis and risk assessment provide the basis for risk management. Risk p

management comprises risk reduction, the prioritization of resource allocation, the
verification and tracking of risk reduction efforts^ monitoring the risk trend and fmally
the acceptance of the residual risk. This corresponds to answering the question: n

"what can be done about it ?"

Risk reduction is achieved by prioritizing the application of the hazard reduction
precedence to main risk contributors. The hazsffd reduction precedence mainly
comprises hazard elimination, minimization and control. Main risk contributors are
dominating accident scenarios as identified in risk assessment.

Figure 1 provides an overview of the interfaces between elements of safety
analysis and risk management.

3. ROLE OF RISK ASSESSMENT IN SAFETY PROGRAM

Safety analysis, which includes risk assessment supports engineering and
management during all project phases.

Engineering is supported by safety analysis in driving the system design,
operation and environment by iterative risk reduction. Safety analysis and risk
reduction are applied to the concepts of a system as well as to the real system, which
is the implementation of the concept. A concept of a system is characterized by the
lack of detailed definition and information. Risk reduction is more efficient during the
conceptual phase than later during the system development as it is reflected in the
ESA safety program. The concept of a system needs to be driven such that an
optimum spatial and functional arrangement is achieved. A spatial and functional
arrangement is optimized by considering damage propagations and safety and mission
critical functions. Risk

m



SPACE SYSTEM

HAZARDS AND FAILURES IN SYSTEM

ACCIDENT
SCENARIOS

RISKS AND RISK
CONTRIBUTIONS

Figure 1

HAZARD ANALYSIS RISK ASSESSMENT

OVERALL RISK

RISK REDUCTION

VERIFICATION AND TRACKING RISK ACCEPTANCE

RISK MANAGEMENT

Interfaces between Elements of Safety Analysis and Risk
Management

reduction applied after the conceptual phase addresses more and more the design and
operation details which can be potential risk contributors.

Management is supported by safety analysis in providing the basis for risk
management. Risk assessment establishes reporting lines between engineering and
m^agement. The overall risk trend is monitored and risk reduction efforts are
prioritized \erified and tracked. Risk management is supported by critical item control,
configuration management, parts-material-processes procurement and application
control, quality assurance and manufacturing-assembly-test control. Risk acceptance is
a multi-stage process that involves demonstration of compliance with risk targets and
provides input to certification.

An overview of safety analysis and risk management during the system
development phases is provided in figure 2.

4. DEVELOPMENT OF RISK ASSESSMENT METHOD

The development of the, ESA risk assessment method started in 1987 and has
involved the generation of theoretical concepts, practical procedures and supporting
prototype software tools. Extensive support from contractors has been used. The risk
assessment method was presented on a broad basis during an international ESA
conference held at the end of 1992.
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Figure 2 Overview of Safety Program
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The risk assessment method has evolved from classical PRA and is characterized
by several innovative features.

The deterministic modeling of accident scenarios is based on hazard trees and
consequence trees, which are developed in hazard analysis and are similar to event and
fault trees.

The probabilistic modeling of accident scenarios is based on the systematic
treatment of uncertainties. Uncertainties are propagated using "dependent uncertainty
analysis", which considers mformation dependencies and the subjectivity of data
sources. Non consideration of information dependence can lead to an underestimation
of risk. As it is difficult to deal with distributions rather than point values the concept
of "potentiality" has been introduced. Potentiality is defined as a representative
pointvalue of a distribution. The potentiality is more sensitive than the median to the
location of mass in the upper part of the distribution, but not as sensitive as the mean
to extreme tails.

The risk assessment concept supports the use of the full data spectrum ranging
from subjective to objective data. For the structured elicitation and optimization of
subjective expert judgement data the "calibration entropy method" was developed.

The risk assessment algorithm does not only adlow to rank events or accident
scenarios but also entire constituents of the system. The ranking is based on the
identification of their risk and uncertainty contributions.

In order to support practical applications an ESA risk assessment prototype
software package was developed.

n
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Current development work includes the definition of an advanced risk
assessment data development concept and data base format.

First application domains of the ESA risk assessment method include the fire
suppression system of Columbus and the Hermes propulsion system. Further
applications are planned.

5. CONCLUDING REMARKS

The ESA risk assessment method is a probabilistic tool supporting decision
making under uncertainties and risk is used as a safety and reliability measuring stick.
Risk assessment has been introduced in order to meet the challenges of future space
projects by building on and improving traditional methods.

There is still lack of understandmg and misinterpretation of the concept of
probabilistic risk assessment as illustrated by the statement: "one can not perform risk
analysis because there are no data". It seems to be not yet recognized that "one never
has no data or perfect data", that "no data and little data are important data" and that
the role of no or little data vis a vis good data" needs to be assessed. Risk assessment

is still believed to be too complex and expensive. The retum on the investment in
terms of potentially substantial cost reduction and life saving is not yet considered.
Engineers are not yet used to express uncertainties and are still biased towards success
oriented thinking. Probabilistic data are still misinterpreted as as true values rather than
expressions on state of knowledge. It should be recognized, that only systematically
identified and traceable risks can be reduced by engineers and accepted by
management. In order to introduce cost saving an effective ranking of problems and
setting of priorities are necessary. Progress is no progress when not verified and
measured in a systematic way.

Training courses for engineering and management are in the process of being
organized in order to increase the understanding and support the practical application
of risk assessment. The motto will be: "the biggest risk comes from not assessing the
risk".
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ROCKY THE ROVER: PRA MEETS ET

Michael V. Frank, P.E., Ph.D., Steven A. Epstein, and Anthony J. Spurgin

Safety Factor Associates, Inc.

1410 Vanessa Circle

Encinitas, CA 92024

INTRODUCTION

The goal of the Mesur (Mars Environmental Survey) program is to establish a dozen
(or more) small robotics stations on Mars by early in the next century to study geology,
surface chemistry, andmeteorology of Mars. In 1997, the first spacecraft of Niesur, called
Mesur Pathfinder, is scheduled to land on Mars. Pathfinder is designed primarily to help

PI develop technologies for use later in the larger Mesur network of small robotics stations. It
will be among the first planetary spacecraft to showcase NASA's commitment to quicker,
less expensive - but technologically riskier - missions.

Flying a direct descent without orbiting Mars first. Pathfinder lander must enter Mars
atmosphere at about 14,000 miles per hour. The actual payload of scientific instruments is
surrounded by an aeroshell that will slow the lander to a mere 560 miles per hour. A para-

^ chute will then deploy to slow the lander to about freeway speed (78 miles per hour).
About 1 second before landing the payload will deploy a set of airbags (quite similar to
those in your car) which will keep the landing forces on the instruments to less than 50 g.
The landerwill be shapedlike a three sidedtetrahedron. Its sidesor petals will open to lie
flat on the surface of Mars revealing the lander's solar arrays and package of instruments.
One of these instruments is Rocky the microrover. Rocky is a semiautonomous, remote
controlled, six wheeled, extraterrestrial vehicle who will rove around the Martian landscape
conducting experiments and taking pictures. And with the help of the lander, this ET will
call home every day.

The Jet Propulsion Laboratory (JPL), whose forte has become robotics missions to
deep space, has built and testedRocky IV, the motherof the Rocky whowill go to Mars
and is currently designing the Mars version. She is an interesting specimen of slashed bud
gets, electronic miniaturization, and damned cleverness.

The microrover team at JPL had performed a series of brainstorming sessions to
identify hazards that might jeopardize the successof Rocky'smission. However, they were
interested in an independent pursuit of a more structured approach that had the potential to
place in perspective the lists of identified hazards. The answerto two questions were of
interest: 1) what hazards, failures, design aspects, events, or mission aspects could
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jeopardize the mission's success, and 2) what mitigation programs, workarounds, or design
changes could beundertaken to increase the likelihood of mission success? H

We answered the first question by constructing a scenario based engineering risk
model using event sequence diagrams and fault trees. An early constraint on the studywas
that aformal quantification would not be performed. We were asked to make observations p
about risk and provide recommendations directly from the scenario models. This turned out
to be straightforward to accomplish because certain parts of the design and assumptions
about the mission repeatedly arose as single points of failure in the risk model. Of course,
informal order-of-magnitude estimates of cut set failure rates influenced our thinking. We
answered the second question in consultation with the microrover team at JPL. This paper
summarizes Rocky's design and mission on Mars, the risk model and observations derived
from it, and the recommendations to JPL's microrover team about ways to improve the
chance ofasuccessful mission. While we were working on this study, the microrover team ^
at JPL also continued their efforts at hazard reduction. Their identification of areas of im

provement were markedly close to ours.

ROCKY AND HER MISSION "

Rocky has three seriousmissions. First, it is a demonstration of the technologyof
microrovers to operate and communicate in the Mars environment. Second, it will carry, '
conduct, and communicate the Mars rock and soil composition and structure data from an
alphaproton X-rayspectrometer (APXS) and a camera. Third, it will take a picture of the
lander and commimicate the images to the lander. Although the size ofa child's remote
controlled toy (about 2 feet long and 20 pounds), she is far from one. The sheer distance
and alignment of earth and Marsmeans that shemust have someabilityfor independent
action. Communication for Rocky will always be between herselfand the landerusinga
pair of half duplex commercial PP modems, one on the landerand one on Rocky. The
landerwill be equipped with communcations equipment capable of transmitting to and re- ^
ceiving from earth. One of the lander's first tasks will beto take pictures of the surrounding '
landscape with twin camerasand transmit the resultsto earth. The rover operatorsat JPL
will view the pictures in stereo, decide what would be a nice spotfor Rocky to investigate,
and tell her to go there. This whole process will take the better part of a day.

Once directed, Rocky's mission is to explore the strange world of Mars in small in
crements of terrain. Small increments are necessary for two reasons. First, she has only two n
speeds, stop and go, with "go" being about 1 meter per minute. Second, her small size con
strainsher independence. Rockywill be endowed with the approximate ability of an insect.
She will be ableto sense andavoidobstacles to a limited extent; report her progress to the
lander; and if shecannot report to the lander, shewill have the brains to go backwards to
the spotof the last successful report. Furthermore, if she can not get to the place where she
was directedor she can not avoid an obstacleafter a few trials, she will stop and call for
help.

She will have remarkable mechanical abilities for her size. She will have six inde
pendentlypoweredwheelseach with a 2 watt motor (0.016 brake horsepower) driving
2000:1 reduction gears. The four wheels on her comershave independent steering so she
can turn on herself. She has the ability to lock five wheels and spin the sixth. Because of
her instrumentation package, this allows a measurement of theresistance of Martian soil. H
Shehasno brakes except for fnction of the electric motors. Shecan climb soil slopes up to
20 or 30 degrees and roll right over obstacles that are nearly as tall as her wheels which are
about 5inches in diameter. The wheels are steel and the "tires" are stainless steel bands. H
Each wheel is mounted on a hub that is, in turn, attached to a bogie or a rocker-arm.

Rocky will be poweredby a set of solar arrays that are adequate for her expected en
ergy use of about 100W-hr/day. She will also carrysufficient non-rechargeable Lithium-
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Thionol Chloride batteries to power her through night timeexperiments and to achieve a
three or four day plannedmission without solar power, if needed.

The electronics of the CPU, I/O cards, power sources, and instruments are housed in
a thermos bottle typewarm electronics box mounted on the chassis that is intended to pre
vent the electronics from experiencing temperatures below -40C during the Martian night.
Shewill sense obstacles ahead by dual CCDs sensing the pattern of laserlight stripes and
also be able to navigate by dead reckoning. Control instruments to be carried include, for
example, bogieangle encoders, motorspeed, voltage, and current, motor temperature,
strain gauges on wheel struts, pitchand roll sensors, accelerometers, and thermocouples.

A typical day for Rockywould start with a wake-up call either generated by electric
ity fromthe solararrays after the Martian dawn or by an internal clock. Rocky would con
tact the lander that she was awakeand await instructions that had been previously
transmitted from earth. Rocky would receive path waypoints and an activity command se
quence. She would then amble along using her dead reckoning and obstacle avoidance rou
tines to the designated target. (The JPL team expects that a 10meter radius from the lander
would be a reasonable boundary of exploration.) Every time one half of the rover length is
traversed, Rocky sends a "heartbeat" to the lander, a signal that she is still functioning and
within communication range. The lander responds with a "heartbeat" of its own. Rocky
will be programmed to reverse course to the spotof the previous confirming heartbeat
when she does not receive a confirmingheartbeat. This is intended to keep her within com
munication range so that the data so vital to mission success can be sent back to the lander.
As the target is neared. Rocky maytake a picture of it andperform an automatic approach.
At the target site, shewould execute whatever commands for experiments hadbeen given.
For example, shemight lockwheels andperform a soil resistance test, takea picture of a
rock, or place her APXS tail on a rock and perform spectroscopy. At the end of the day,
she is required to pose for the lander for a picture. Before the sun sets, she transmits her
data back to the lander, settles down for a long spectroscopy session (orjust settles down)
and goes to "sleep" for the night.

THE RISK MODEL

The risk model used a scenario approach. Scenarios in this study were stringsof suc
cesses and failures of activities of the microrover mission. Scenarios were developed for

^ each of the several mission phases defined as cruise (from earth to Mars atmosphere), entry
& landing (Mars atmosphere to Mars surface), deployment (lander to surface and a picture
of Mars terrain), day operations (as described above), and sleep operations (as described

^ above).
Scenarioswere documented as event sequencediagrams(ESDs). These diagramsuse

boxes, ellipses, diamonds, and triangles to depict the flow of activities. As illustrated in
n Exhibit 1 for the operations phase, the order of activities (calledevents) from left to right is

generally chronological but need not be. A scenario is any path through lines and boxes
that leads from the prior phase to either an end state portrayed by a diamond or a transfer to

m the next phase depicted by a triangle. Functional redundancy is modeled in an ESD as
shown with the events Solar Power Available and Battery Power Available in Exhibit 1.
Contingency actions are modeled in a similar way. The events in the boxes in an ESD are

(-1 binary in that only two outcomes (yes or no) are depicted. Success (or yes) is represented
with a horizontal line coming from the event and failure (or no) with a downward line
coming from the event. For example, if rover moves to its next location successfully, then
the next action is questioned (experiments). If the rover can not move to a location, then
the downward line leads to the Call Home contingency, experiments are not performed for
the day, and the rover goes to sleep until new instructions are issued on the next day. If the

^ contingencyfails to recover the rover, the mission is over. Ellipses are used to depict
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adverse effects or degraded states that allow the mission to continue (e.g. premature battery
failure).

The risk model also documented our investigation into the causal factors affecting
the outcome of each event in the ESDs. Where causal factors were complex enough to re
quire disaggregation for adequate understanding, fault trees were developed. The fault trees
ended with basic events that were component failure modes of the rover. Twenty six fault
trees were developed in all. In general, the fault tt-ees showed the logical relationship
among component malfunctions that taken together lead to failure of an event in an ESD.
The event sequencediagrams may be viewed as a connectivitystructure for the underlying
fault trees. To allow the mission, as depicted in the event sequence diagram, to proceed
from one event to the next, the (failure) events in a fault tree of the preceding event must
not have occurred.

OBSERVATIONS AND RECOMMENDATIONS

Our model successfully integrated the hazards developed by the JPL rover team and
ourselves with the. expected activities of each phase of the mission. The process of build
ing and reviewing such a model provided observations about the technical risks of the mis
sion that are not easily attainable without such a model. The risk model, resultant
observations, andrecommendations reflect the design as we understood it on May 7, 1993.
Such observations included aspects of the design that most contribute to risk, aspects of the
microrover for which adequate redundancy is available, suggestions for contingency plan
ning, and suggestions for resource allocation to decrease technical risk. It is interesting to
note that these observations were possiblewithoutapplyingexplicitnumerical failure rates
to the events in theriskmodel. However, theobservations and recommendations presented
belowimplicitly used the knowledge and background of failure rates (with uncertainties) of
generic classes of components of the microrover. The model is also a usable framework
that is easilymodified to reflect the evolving design. Moderate additional work would be
required to change this model into one that is amenable to a rigorous quantitative analysis
of risk. Specific technological risk related observations are as follows:

♦ The desirable quality of "graceful degradation" is evident in the
ability of the roverto function with failures. Ample redundancy is
exhibited by the CCDs, wheels, batteries, solar arrays, sleep ^
initiation, andwake-up calls. Contingency operation is adequate to
preserve the mission (albeit in a very degraded condition) in the
event of failing to unfurl anantennae. Ample fimctional redundancy ^
is exhibited with respect to thermal protection of components and
with respect to guid^ce and navigation over the landscape.

n
♦ All communications (e.g. commands, heart beat, and data

transmission) are via two half duplex commercial grade modems
(one on rover and one on lander). Failure of either one will cause n
inability to transmit information and commands between rover and
lander. In addition, power is provided via a series of contacts,
switches and voltage regulators without redundancy. The modems ^
and power supply string are single points of failure of the mission as i
illustrated in the fault tree of Exhibit 2.

♦ There is little redundancy in distribution circuits leadingfrom the
powerbus to rover components. Similarly the stringof power

m

n
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converters, switches, and contacts in the CPU power supply will
limit the reliability of the rover's "brains".

♦ We noted that the May 7, 1993 electrical design provided circuitry
for heating the warm electronics box from the solar arrays but not
from the batteries.

We believe that the principal vulnerability of the microrover is the communication
function. Communication between rover and landerand between lander and earth per
meates every phase of the mission. Indeed, it is a requirement to maintain essentially con
tinuous communication (via the "heartbeat") while the rover is in motion. We
recommended the reallocation of available project resourcesto improve the communication
devices (or add redundancy) and improve the power supply.

For this first microrover mission to Mars, we strongly recommended that software
for vehiclemovementcontrol be kept as simple as possible. Rover operationsshould be
directed from the ground as much as feasible rather than relying on the intelligenceand
flexibility of onboard software. This will tend to minimize software development expendi
ture, minimize coding for redundancy management, and minimize the chance that unantici
pated combinations of events will cause "paralysis" of the microrover. Such paralysis may
be caused, for example, by software caught in nested loops. Maintaining simplicity of soft
ware may allow the project to reallocate software budget to the communication reliability
improvement budget.

Because of the central importance of maintaining heart beat communication between
the rover and lander, we recommended that clear contingency operations be developed for
the possibility of loss of heart beat becauseof component failure. We noted that a contin
gencyplan had been developed under the assumption that an object is blocking commu
nicationbetween rover and lander. However, heart beat is triggered by advancement of the
rover by 1/2 length. This introduces the possibilityof single point failures of such compo
nents as odometers, wires, switches, voltage regulators in addition to the modems them
selves(Exhibit 2) that are need to inform the CPU when each 1/2 rover lengthhas been
traversed.

We were pleased that not only were these recommendationstaken seriously by the
JPL microrover project team but their own review processes had led them to similar
observations.

To continue to be useftil, the risk model should be updated to reflect the evolving
design. This will continue to place individual changes into an integratedsystems context.
Inevitablyin a technology project, difficultdecisions arise that deal with competing attrib
utes such as cost, schedule, technical performance, and mission risk. Having quantitative
risk estimates of risk (including uncertainties) would be most useful for such decisions.
This can be initiated now and the estimates updated as additional information becomes
available.
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THE BARSEBACK INCIDENT - A PRECURSOR CHALLENGING
FUNDAMENTAL SAFETY PRINCIPLES OF LWRs

Lennart Carlsson', Stig Erixon', Gunnar Johanson^ Christer Karlsson',
Bo Liw^g' and Jan Ols^n'
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Inspectorate Svanvikslingan 11
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INTRODUCTION

This paper will present an overview of the "Barseback - Incident" on July 28 1992, from
a regulatory point of view. The incident is described as it was mterpreted right after the event
and during the following weeks and months, as the severity of the incident and the
understanding of the phenomena involved was better imderstood. Beforethe Barsebackincident
the discussion was concentrated on the issue if backflush operation (BFO) was needed or not
as a part of the design of the emergency core cooling system (ECCS) and containment spray
(CS). Most light water reactors (LWR) do not include BFO in their design basis and are not
equipped with any possibilities to prevent cavitationof pumps, due to clogging of suction line
strainers in ECCS recirculation mode. This incident and the lessons learned include important
issues that are generic for all western boiling water reactors (BWR) and pressurized water
reactors (PWR). The clogging phenomenon is a generic problem for all reactor designs using
the concept of recirculation for emergency core cooling, and our experience indicates that this
problem applies to all plants and therefore this is not a specific Swedish BWR problem.

BACKGROUND

On July 28, at 05.39 a safety relief valve on the main steam line inside the containment
dry well opened inadvertently, 7, reference in figure 1. The reactor was in start up operation
after refuelling and the reactor power was < 1% and the reactor pressure was at 30 bar when
the relief valve inadvertently opened. The reactor was shutdown, the containmentwas isolated,
ECCS and CS was acmated. The inadvertent opening of the safety relief valve corresponds in
size to a small loss of coolant accident (LOCA) (close to medium). The root cause for the valve
to open inadvertently was a leak in a pilot valve due to maintenance error.

This specific relief valve is designed to discharge directly into the containment dry-well
compartment. The steam beam ripped off surroundmg thermal insulationmaterial from piping
nearby, 2, (the design aspect of allowing a relief valve tearing off insulation will not be
discussed here). This material was transported with the CS flow down to the wet well, 3 & 4.
Later on, after 70 minutes, the strainers in the containment spray pump suction lines were
"clogged", 5, - high differential pressure alarm was received (CS pump cavitationprotection
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alarm, high pressure drop over the pump suction line stramers). The strainers were later
backflushed to remove the dislodged thermal insulation material from the strainer surface'.

Due to earlier design backfitting the event itself had a small risk but the event as a
precursor is outstanding. Dislodged insulation material was identified as a significant safety
problemalready in the 1970's. The existing plants were at that time backfitted with strainers
and backflush possibility of intake strainers in the ECCS as well as in the containment spray
systems. As a part of plant specific probabilistic safety analysis (PSA) carried out during the
1980's, the manual initiation of backflush operation was studied and an alarm indicating
clogged strainers was installed in the control room in Barseback. A number of sensitivity studies
were carried out by varying the probabilityof initiatingbackflushand cleaning of the strainers.

The the most critical information revealed by this incident was the behaviour of the
insulation material and the timing of the scenario, clogging of the strainers after ~ 1 hour for a
small LOCA. This in turn raised the question whether there would be enoughtime to meet this
situation in the event of a large or a medium size LOCA.

In the procedures for backflush operation it is anticipated that there are 10 hours before
any clogging problems will occur. The incident indicates that this time is much shorter for a
large LOCA. If the time interval is to short it is impossible to carry out the existingprocedure
for BFO.

'

CSCP ® ® ® LPCSP

Figure 1. Illustration of the Barseback 2 incident.

THE SHUTDOWN DECISION

The event analysis carried out following the incident focused after some time on the
clogging of strainers in large LOCA situations. The original safety analysis estimated the time
to clogging of ECCS suction strainers to 10 hours in this case. The event in Barseback indicated
that clogging was possible much earlier, in the first estimates as early as 20 minutes, later
analysis indicated even shorter time frames down to a couple of minutes. The confidence in that
estimate was also weak because the precursor highlighted that the original experiments from the
1970's were not correctly designed for an accident condition with heat exposed and thereby
aged insulation material. Six weeks after the incident the SKI decided to shut down five of the
Swedish BWR's. At this point the complexityof the event and the large range of uncertainties
was reevaluated^. The incident in Barseback 2 showed serious deficiencies in the emergency
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" cooling systems that applies tothe five oldest BWR's inSweden, which are equipped with small
strainers and a backflush procedure. The four remaining BWR's withlaterdesignhavestrainers
with larger areas than inBarseback, 30m^ instead of 1.1 m^. Therationale behind theshutdown
decision was to a large extent based on probabilistic arguments since it couldbe expected in a
worst case scenario that no means of ECCS and CS would be available following a large
LOCA. The implication of the event evaluation was that fundamental safety principles for the
design basis accident were violated, i.e. the "30-minute rule" (The reactor safety should not
depend on manual actions during the first half-an-hour after an incident) and the single failure
criterion.

Besides the violation of basic design principles the safe operation of the plants could not
^ be demonstrated on a probabilistic basis. The coredamage frequency increased to the order of

the LOCA frequency, from IxlO"^ to > 1x10^. The periodic safety reevaluation, i.e. the PSA,
provided the essential basis for enabling the problem to be identified. The Swedish Nuclear

^ Power Inspectorate defined a minimum set of requirements for continued operation until the
refuelling outage in 1993.

The 30-minute rule should be reestablished.
Single failures should be eliminated.

^ - The backflush operation should be assumed necessary at least 3 times per hour in the
beginning of a large LOCA scenario.
The PSA should show risk estimates at about the same level as was the case before the

^ event.

^ DETERMINISTIC ANALYSES AND EXPERIMENTS

After the shutdown decision a very intensiveperiod started in order to redesign the plants
and the strainers in the condensationpool. First, design criteria had to be determined. Second,

^ . design solutions had to be evaluated by carrying out analyses of system availability and man
machine issues.

The initialexperiments were carried out to answer the following questions; 1-How much
of the insulation rips off the pipe when exposed to a steam jet beam? 2-How much of the
insulation material w^l be transported down to the condensation pool? 3-How will the insulation
material build up on the strainers?and 4-Can the pressuredrop over the strainer be determined
for postulated cases? It showed to be very difficult to perform these experiments in a
representative way.

' It is very intricate to assess the amount of the isolation that rips off the pipes. No tests
have included the layout in drywell. The transportation of the isolation material down to the
condensation pool is also difGcult to estimate, it has now been assimied that all loose material
will arrive to the pool. Tests that are representativehave not been made.

Table I simimarizesparameters having inq}act on the speed of the pressure drop build up
^ over the strainers. The ageing effect due to heat exposure is important for mineral wool

msulation. The scaling factors are arduous to estimate. It is very difficult to build the fibre
coating on the strainer in a proper way. The order in which fibers, fines and other granules
arrive at the strainer is very unportant. For example more fibers at the beginning of the build-up

^ leads to lower pressure drop overthe coating. The spread of the results indicates that there are
parameters that we do not know enough aboutand probably many of these parameters derive
from chemical parameters. In Sweden tests have beendone on aged and steam blowed mineral
insulation and fibre glass in combination with granules. Experiments with combinations of
materials gives a much higher pressure drop.

Relating the results from the experiments performed in Sweden and Finland with
NUREG/CR-2982^ one conclusion is that the method for disintegration of insulation material
used in the US experiments is not representative for the scenario following a large LOCA. The
experiments carried out now indicate that steam blowedinsulation gives much higher pressure
drop than insulation that has been teared mechanicly into small pieces. Further, the

" consequences of steam jet beams in the containment dry well are severely misjudged. Small
particles, in combination with fibers, can rapidly increase thepressure dropover the strainers.
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Examples of particles are cnid, concrete debris, caposil and fines generated from the steam
blowed fibrous materials. The strainer areas suggestedas designbasis in NUREG-0897* are not
sufficient even with BFO possibilities (NUREG-0897 does not include BFO m design basis).
The NUREG's are obviously wrong in some important areas and the requirements raised in
those reports are not sufficient as a basis for design against this scenario.

Table I. Parameters having impact on the timing of the clogging phenomenonand pressure drop
build-up on the strainers.

Parameter f/twrniMTfc Impact on fvessure
drop bufld up

Material; mineral wool

insulation, fibreglass insulation
Hie tests indicate diat pressure drop over glass fiber is
lower dian die pressure drop over mineral wool.

1.5 to 2 times

Heat-exposure/ageing Tests have shown,diat mmeial wool disintegrates easier
when it has been heat exposed. This causes higher
pressure drops over die bed.

Verified for mineral

wool. Not verified for

glassfiber. Not
quantified.

Disintegration The tests mdicate that steam blowed msuladon gives
much higher pressure drop dian die teared one.

100 times

Temperaoire Finnish test show that a building up of the coadng at
40*Cinstead of 2CPC gives a higher pressure drop.

1.5 to 2 times

Small particles 'fines* Tests show that small pardcles could cause big pressure
drops with fibrous materials. Examplesof small panicles
are caposil (calchun silicateaimed widi asbestos),
CRUD. concrete debris and fines from fiber insulation.

Over 100 times

Test set-up Paiameteis that can have an influence on die building up
of die coadog acts diffieremly in different scales. Small
scale tests can be misleading.

Verified but not

quantified

Flow velocity over die strainer A high flow rate creates a more compressed bed and will
cause increased pressure drop over the bed

Verified but not

quantified

Candidate parameters for furtlier investigation

Microstructure of die insuladon

material;

Pretreatment of die insuladon material, aged steam
blowed or chopped, gives die portions of fmes and
grains. The amounts of die different categories of
panicles are not classified.

Flocculadon and sedimeotadon Behaviour in the suppression pool widi representative
conditions is not investigated.

Viscosity and chemistzy of die
water;

Contamhiation of the water whh fenol, borax, conciete
ddnis can change die PH in die water. This could
diaoge the electrostatic potentialof die fibers and odier
panicles. Small particles can dien easier attach to die
coating

Content of nitrogen in die water Could cause bubbles in die fibrous bed which increases

the pressure drop. A similar behaviourhas beeen
identified widi air bubbles.

DESIGN SOLUTIONS

The redesign of the plant was performed with two mainproblemsin hand. First, frequent
clogging of the strainers and second, an uncertainty exists as to whether the operators can
successKilly perform the backflush operation in the short time available. The basis for the
redesign was to restore the conditions for the performance of the emergency core cooling
systems according to the FSAR without changing operating procedures, i.e. no backflushing
needed within 10 hours. The possible solutions in consideration were:

Improve the thermal insulationby replacing aged mineral wool.
Enlarge the strainers, originally - Im^.
Provide additional and independent water supply for backflush operation, in the original
design containment spray pumps are used to backflush the emergency core coolingpumps



and vice versa.

Design for automatic backflush operation in order not to need operator actions witliin the
30 minute time frame.

The new designs now installed in theplants include a mixture of the above solutions '̂*'®,
figure 2. One pool in the reactor hall provides an independent water supply, i, and
improvements are made in the original backflusharrangement, 2. Automaticbackflushoperation
actuated on the pressure drop over the strainers is in place. The backflush operation is provided
by gravity simply by openingone valve connected to the ECCS suction lines. ContinuousECCS
flow can be provided during backflushing. The strainers have been enlarged, 3. The areas of
the strainers in the ECCS system and CS system at Barseback 1 & 2 and Oskarshamn 2 are now
I8m^ per train, a factor 16 in area increase, of which 1,4 m^ can be backflushed. The
Ringh^s 1plant has increased the area by a factor 26. The thermal insulation has been replaced
to a large extent with glass fibre or mirror insulation, 4.

Figure 2. Measxires to restore the level of safety.

REGULATORY SAFETY EVALUATION

The Swedish Nuclear Power Inspectorate (SKI) carried out safety evaluations of the
different design concepts suggested. Important aspects in this review were
1- the actual design basis, what phenomena are you designing to be able to handle,
2- the safety impact of the design solution, was the design functionally reliable and robust

against worst case assumptions regarding the clogging phenomena,
3- the verification and testing of the suggested design,
4- the operator situation and the conditions for securing required operator actions and
5- general quality assurance

The licensees showed by analysis that the safety requirements were met with the proposed
modifications'^*.
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CONCLUSIONS

The incident shows that the ability to backflush (i.e. -BFO design -procedures and -an
available time window) is critical for the ECCS function. Before the Barseback incident the
discussion was concentrated on the issue if BFO was needed or not as a part of the design of
ECCS. Most LWR plants do not include BFO in design basis and are not equipped with any
possibilities to prevent cavitation of pumps in ECCS recirculation mode, due to clogging of
suction line strainers. The problem for the Swedish plants was that the time window available
to carry out the BFO was much shorter than estimated in the design basis, ECCS operation at
a large LOCA was unlikely to succeed.

A large range of experiments were carried out to better understand the clogging
phenomenaof the condensationpool strainers. It was found to be very difficult to perform these
experiments in a representative way. In the experiments the worst case assumptions were not
conservative enough in the early experiments, so continued experiments are required to make
them more representative by taldng into account what has been learned at later stages in this
process.The lesson learned from this work thatstarted in July 1992and continued until March
1993when four of the plants were restarted, is natorally the ABB-BWR specific insightson how
to redesign the ECCS and CS. From a Swedish point of view one can claim that the plants were
prepared to handle this situation since the ABB-BWRs are designed or backfitted, due to PSA
results, with backflush operation of the condensation pool strainers including instrumentation
and operational procedures to handle this situation. However, if the available time frame is to
short it is unpossible to carry out the procedure.

The clogging phenomenon is a generic problem for all reactor designs based on the
concept of recirculation for emergency core cooling from the pressure suppression condensation
pool (BWR)or the containmentsump (PWR). Our experienceindicatesthat this problem applies
to all plants and therefore is not a specific SwedishBWR problem. The NUREG's (-2982 & -
0897) are obviously wrong in some important areas and the requirements raised in those reports
are not sufRcient to use as a basis for design against this scenario.
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INFERRING SAFETY TREND FROM

THE ACCroENT SEQUENCE PRECURSOR ANALYSIS PROGRAM

M. Modaires*

Center for Reliability Engineering
Department of Materials and Nuclear Engineering
University of Maryland
College Park, Maryland 20745-2115

INTRODUCTION

Accident Sequence Precursors (ASPs) as applied to nuclearplants are those operational
events (e.g., incidents) which constitute important elements of accident sequence(s) leading
to core damage. Differentlysaid, those events that substantially reduce the margin of safety
available for prevention of core damage can be considered precursors to core damage.

The ASP studyinitiated by the Nuclear Regulatoiy Commission G^C) in 1979,
reviews operational events which are reported in the Licensee Event Reports (LERs) to
determine their risk significance. So far LER events of 1969 - 1981 and 1984 - 1992 have
been analyzed; LER events of 1982 and 1983 will be analyzed in the future. The NRCs
office of Analysis and Evaluation of Operational Data (AEOD) is currently responsible for
the ASP program. The AEOD's objective is to identify those LER events that can be
considered as significant precursors to severe core damage accidents. The significance of
an LER event is measured through its conditional probability that the event leads to a core
damage.

The ASP program serves the following functions^:

• Search operational events reported in LERs for the elements of potential
severe core damage accident sequences.

• Analyze operational events and rank them according to their probability of
proceeding to core damage.

• Identify significantor important sequencesthat, more likely than others, could
lead to severe core damage.

Although the process of identifying operational events as precursors to core damage and

'This w(n:k was perfc»ined when theauthor was a visiting professor at NRCs OfHce of Nuclear Regulatory
Research.
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the subsequentassessment of risk significant ofprecursorshavechangedin the past 10years,
the main focus of the ASP study and its methodology has not been changed. This allows its
use for studymg the safety trend in the operatingnuclear powerplants. That is, if the number
of precursors and their severity as measured by the conditional core damage probability are
showing a downward trend, then one can conclude that the nuclear plants are safer than
before.

More recently the NRCs office of Nuclear Reactor Regulation (NRR) use the ASP
results to identify safety trend in the operating nuclear power plants. On this basis, for
example, the NRC staff response to Qiainnan Selin's request to study industry comments
on the trend in core-melt probability concludes that: " The staff notes, on the basis of acmal
events, that the trend in the sum of the estimated conditional core damage probabilities show
an overall decrease since 1970's. This can be used as an indicator of a corre^nding
downward trend in the probability of occiurence of a core damage."

Mostrecently,the ASPmethodology was the centerof discussion in an AEOD-sponsored
workshop^ in which some recommendations for improving themethodology were generated.
The use of ASP results to study plant safety trends was a topic of discussion in this
workshop. In this paper altemative methods of assessing an overall trend in the safety of
operating nuclear power plants from the ASP results is discussed.

SAFETY TREND BASED-ON PRECURSOR EVENTS

The ASP methodology is based on estimating the conditional probabilityof core damage
given a precursor event by using observed operational events. Although core-damage
frequency is not estimated by the current ASP program, earlier precursor analyses (1969 -
1981) calculated an estimate of core damage frequency. Such an estimate is an appropriate
indicator of the operating trends and safety. Apostolakis and Mosleh^ have suggested the
following expression based on the use of conditional probability of core damage given a
precursor events.

Hp,
\ =

where, pi = conditional prob. of core damage given precursor event i, and
T = total reactor-years.

(1)

In equation (1), the worth (contribution) of each precursor event i is counted as its
conditional probability, pj, that the event would have subsequently led to core damage.
Obviously, if the event represents a core damage then pi = 1, otherwise 0 < p| < 1. While
Xis not estimated in the precursorstudy any more, the use of it as an indicatorof the safety
trend is of much interest in this paper.

A major concem raised with equation (1) is that it is a biassed estimator. Namely, it
overestimates the effective number of core damages used in the numeratorof equation (1). I
Of course, the amount of overestimationis not exactly known,but one should approximately
know it before this estimator can be used as an indicator overall plant of plant safety. ^
Rubenstein^ first described the nature of this overestimation followed by Cookeet. al.^ and
most recently Abramson' has described some approaches to make the estimation of X
unbiased. ^

While the biased estimation issue with equation(l) is a valid concem, Modaires^^ has
argued that the magnitude of overestimation is negligible relative to other potential
overestimation or underestimation errors associated withthecalculation of the Pi values. The ^
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later error is often resulted because ASP program uses generic event tree models and because
these models are not sufficiently detailed (system level as opposed to train or component
level). This is, however, somewhat alleviated by a number ad-hoc adjustments that the ASP
program does to coirect for this error.

More recently, trends ui the number and significance of ASP results have been used as
an indicator for Ae safety of operating plants"*For example, NRR has used the sumof
conditional core damage probabilities for each precursor as an indicator of plant safety. See
Figure 1 for a typical trend representation. Also, the total numbers of precursor events per
year and the number ofevents exceeding various decades of conditional probabilities (similar
to Table 1) have also been used as indicators of plant safety. Sometimes the ASP data are
scrutinized for apparent differences associated with plant age, size of utility company and
type of reactor.

Table 1. Number of Precursors'* Ranked by their Significance

year pi(cd 1 pracusor 9
> l.Oe-4

|K<cd 1 piecasar 0
> 1.0 e-5

pt(cd I ptecutsor 0 >
1.0e4

1988 7 21 32

1989 7 18 30

1990 6' IT 28"

1991 12 20 27

* including one event at cold shutdown
** including two events at cold shutdown

PROPOSED SAFETY TREND MODELS

As discussed earlier, the yearly core damage frequency estimated by equation (1) can be
used an indicator of safety trend. An alternative method for estimating core damage
probabilityor frequency is to rely on the variabilities observed in the Pivalues. In this case,
one can assume that precursor event occurrence follows a Poisson process. Since the pi
values are obtained from multiplications of other ^ure probabilities, one can also assume
that a random variable representing p/s follows a truncated lognonnal distribution (truncated
at IxlO*^ and 1.0 levels). The truncated fomi of a lognonnal distribution is used since the
cunent ASP program does not consider precursors having less than 10*^ conditional core
damageprobability. The processis illustrated in Figure 2. Suppose core damageis represent
ed by the random variable CD. Accordingly, the probability of a core damage given a set
of precursors observed within a fixed reactor-years of experience is

Pr(CD) = Yi Pr(E=i).Pr(CD |E=0. (2)

Where random variable E is the number of significant precursors, and CD is the event of a
core damage. PrOB^i) is obtained from a Poisson distribution with a an intensity rate per
reactor-year which is obtained from the annual rate of occurrence of significant precursors
during ^e past years. Pr(CD iE"i) ° pj is estimated from a truncated lognonnal distribution
which best fits the past pi values. Accordingly, the problem reduces to estimating the
parameters of the Poisson and the truncated lognormal distributions from the past ASP
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experiences. Admittedly, errors in estimating pj values would still be carried over into the
estimation process. However, the biased issue is no longer a concem. Also, the model - ^
represents a betterand more objective way of studying safety trends. _

The proposed model captures both the variability observ^ in the number of significant
precursor events, as well as the variability in the conditional core damage values . Hiat is,
both the number of significant events and their severity are modelled. If precursor events '
are also defined for a particular type of events or category of reactors, for example for
shutdown events or for Westinghouse reactors, then equation (2) may be extended to a more ^
general form by replacing the left hand side of equation (2) by Pr(CDk ). Where the k ^
subscript shows the contribution to the overall core damage from the k-th type of precursor ~
events. Also, PrCCD^ ) as an overall safety indicator can be used individually or can be ^
summed over certain types-k. ^

Of course, similar to equation (2) this model assumes that the precursor data are
independently and identically distributed. This crude assumption can be somewhat remedied ^
by using a nohhomogeneous Poisson process for the occurrence of the precursor events.
Additionally, one can use a Bayesian updating approach for estimating the truncated
lognormal distribution (e.g., updating it yearly). ^

An alternative but similar model to the one discussed above can be obtained through the i
extreme value theory. Li tliis model statistics from the severity of precursor events (i.e.,
yearly p| samples of random size) are used to estimate the probability that the number of ^
times that pi=l would exceed 1 (i.e., at least one core damage occurs). Several forms of this j I
model are possible. One simple form shows a cumulative density function for the random
variable CD representing occurrence of a core damage. This form is develop^ and some-
times used for estimating the probability ofextreme values; for example, probability ofmajor [ /
earthquakes, or breakingstrengthof complexstructures underextremeloads whenonly data
are available for small earthquakes, or for small pieces of the structures*^. The model ^
assumes that precursor events occur according to a Poisson process, the frequency of their
severity P is a random variable with cumulative density fimction H(p). Accordingly, the
cumulative distribution of extreme (significant) precursor events in t reactor-years is given ^
by

Pr(CD) = exp{-jit[l-H(p)]}, (3)
j

where, |i = Poisson occurrence rate (occurrence rate of precursors),
t = reactor-years, ^
H(p) ° cumulative density fimction for the frequency of the conditional core ,
damage probability p.

APPLICATIONS OF THE MODELS

In this section an application of the model described by equation (2) is presented. The
process is rather simple. The occurrence rate (intensity rate) of the precursor events are
estimated from the past precursor data. Also the parameters of a truncated lognormal
representing the variabilityof pi values should also be estimated (remember that estimation
of Pimay carry some uncertainty, but this is not explicitlymodeled). Of courseone can only
calculate point estimates. For example, the occurrence rate of precursors events based on
the 1984-1991 precursors is about 1/ 3.3 = 0.3 precursors per reactor-year (using a maximum
likelihood estimation). See Table 2 for the data. Similarly, by using a moment matching
technique the parameters of a matched truncated lognormal distribution showing the
variabilityof the pj valuescan also be obtained. Finally, from equation 2, the mean of a core
damage probability per reactor-year for each year can be calculated. Hie results are
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summarized in Table 2. The result are cumulative in nature. That is, the estimated overall
core damage perreactor-year reflects the experience accimiulated upto the year of interest.
For example, the occurrence rate of precursors for 1991 is 0.3 per reactor-year, and the
overall mean frequency of core damage is 6.3x10*^ per reactor-year for the same year.
For estimating the truncated lognormal distribution a number of well established methods
for estimating the parameters of such a distribution are available; example are: moment
matching, probability plotting, or simulation techniques (e.g., Bootstrap method).

While the mean frequency of core damage by the model in equation 2 is a reasonable
indicator of an overall safetytrend, it would be important to alsoconsider its variability. For
example. Figure 3 shows tiie overall trend based on the mean, and the 95% probability
interval of core damage frequency for various years. For calculating the results shown in
Figure 3, the concept described in Figure 2 is used along with a Monte-Carlo simulation.
While the mean frequency of core damage shows a mild decline, the wide range of
uncertainty associated with thisestimate reduces ourconfidence toconclude thata reasonable
decline in core damage frequency is observed.

CONCLUSIONS

The ASP program is a valuable effort to identify important event occurrences in nuclear
plants and their significance. The ASP results can be used to infer safety trends in nuclear
plants. The methods used by the NRC to show a trend, while in the right direction, should
be reexamined. In this paper two models for estimating trends are introduced. The
application of oneof these models to the 1984 - 1991 ASP data base shows a mild upward
trend in the safety of nuclear power plants. However, in light of the variabilities observed
and the uncertainties in the estimated conditional core damage probabilities used, the
improving trend conclusion should be cautiously used.

Table 2. Analysis of Precursor Data for 1969 - 1981 Period

Year Number of

Significant
Precursors

Cumulative

Reaaor-yrs

Mean Rx-years
to a Precursor

Event

Cumulative pi CDF

Using
Eq. 1

CDF Using
Eq.2

1984 33 823 2J 0.0058 - 7.1 xlO'

1985 39 1122 2.4 0.0228 IJxlO^ 13 X 10-^

1986 19 268.8 3.0 0.0286 9.9x10' 1.1 X 10^

1987 34 yn.2 3.0 0.0327 9.2x10'' 8.7 X 10'

1988 32 479.8 3.1 0.0351 5.1x10*' 72 X 10'

1989 29 S90.0 3.2 0.0374 53x10^ 63 X 10'

1990 28 m.6 3.3 0.0412 4.1x10'' 5.8 X 10*'

1991 28 809.0 33 0.0512 5.9x10' 63 X 10^
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/-> INTRODUCnON

Fire events on board the space station are the threats with potentially the most
catastrophic consequences.' Fire events, such as flaming, smoldering or electrical
overheating occurrences, threaten the occupants with heat, toxic gases and smoke.^
Combustion by-products and extinguishing agents can also contaminate the atmosphere

^ and/or electrical equipment.'-^ Repeated false alarms due to oversensitive detectors can also
reduce a crew's effectiveness due to relaxation tendencies. The fire risk cannot be ignored.

To quantify the risk due to fire threats, a frequency estimate is needed. The purpose
^ ofthis paper is to estimate the frequency of electrical overload (overheating) events in the

j U.S. Laboratory Module, a proposed section of Space Station Freedom. This estimate is
based on past experience, current hardware design and human judgement.

^ Definitions

I Two terms are used almost interchangeably in this paper; shorts and overloads.
^ > Although they both refer to electrical overheating events, they are two separate anddistinct

I failure modes. The discerning characteristics are based on magnitude and duration of the
electrical event in question. The term overload refers to events in which the current level
carried by a wire is greater tiian its rated c^acity or when damage to the wire conductor,

! such as a "nick," causes a localized hot spot with a temperature sufficient enough to cause
the insulation to thermally degrade. The term "short" is used to describe true, sustained

^ dead shorts. These high energy events are power limited by the DC-DC converter and are
j likely to last only several seconds due to s^ety features built into the hardware, or due to

the wire conductor melting. Shorts can be viewed as extreme overloads.

Past Events

The main fire risk in spacecraft does not appear to be due to flaming fires, but instead
from electrical overload and smoldering events. There have been at least five fire events



099- 16

on Shuttle flights, andall havebeen due to smoldering and/or electrical overheating events.^
The first occurred in April 1983 when several wires with Teflon and Kapton insulation
overheated and fused togedier. The second occurred in August of 1989 when a teleprinter
cable shorted. In December of 1990, a cooling fan failed which caused a resistor to
overheat. In June of 1991, a refrigerator-freezer fan motor failed causing an overload
situation to occur. The fifth event occurred in July of 1992, when a blown electrical
capacitor caused another electrical mishap. All five events were detected by the crew, not
the detectors. In addition, there have also been six false alarms and four smoke detector
test failures.

Expected Events and Critical Locations

These past experiences tend to supportthe belief that electrical overheating events will
dominate the fire risk in future spacecraft, such as Freedom. Obviously, there are electrical
components just about eveiywhere on-board a spacecraft, so engineering judgement must
be used to evaluate vdiich areas would be more likely to have such an event to occur.

Most fire scenarios that have been examined'' could be based on incidents originating
within a closed compartment termed a "rack," which is essentially a wall drawer.^ The
occupied Freedom volumes, or modules, will be constructed of banks of racks surrounding
the centra! core volume on four sides. Most racks will contain electrical equipment; many
may also contain flammablesolids or fluids. It is felt that the frequencyof electrical events
in these areas will dominate the fire risk, and hence, these areas must be deemed as critical.

FAULT TREE

There are two padis to failure, direct and indirect. A direct failure occurs w^en a
component failure initiates a shortor overload directly. For example, an aged cooling fan
draws more power than the feed wires are rated to cany, and the resulting wire conductor
temperature is sufficient enough to cause an overload condition. The fan may also fail by
shorting, in which case the power feed wires would be subject to an even greater overload.

The indirect failure path is initiated by a general component failure (the component
fails in any mode other than a shortor overioad) and is completed by a human error that
occurs during themaintenance task. Forexample, a pressure sensor is giving false readings
and needs to be replaced. During the maintenance action, a power feed wire gets nicked,
and the resulting conductor temperature at the nick is sufficient enough to cause an
overload. An error in re-wiring that causes a short may also occur. Figure 1 shows a
simplified fault tree depicting the two paths to failure.

Short/Overload

shoit/bvedoad

1 1

CooyoocBt
£dlnre (gcoecal) fboft/ovedoad

OR

Mainteoanoe
shoit/overioad

w
AND

ConqMoent
Mime (geacnl) cxues dxKt/ovcrioad

Figure 1. Simplified Fault Tree Showing Two Paths to Failure
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THE U^. LABORATORY MODULE

In the U.S. Laboratory Module, there are 24 racks-six on each "side" of the module.
Several racks are dedicated to various systems, such as the Data Management System, the
Temperature Control System, the Fire Detection and Suppression System, or for cabin air
deliveiy. Approximately one-half of the racks are for payload (both scientific and
commercial) purposes. Others are used for storage or for workstations.

The rack to be examined in this example is officially designated LAP 6. This
proposed rack is dedicated to support the Cabin Air, Crossover and Thermal Control
Systems. Twenty-one components have been identified as possible event initiators and/or
require periodic maintenance. See Table 1 for a list of rack LAP 6 components that could
act as event initiators.

Table 1. Components in Rack LAP 6

Components and Abbreviations

AtmosphereControl System/TemperatureControl
System (ACS/TCS) N, internal rack assembly

Circulation fan assembly
Coldplate assemblies (2)
Connector supply backpane
Electrical interface box

Fan group Orbital Replacement Unit (ORU)
Flow meter

Inlet ORU

Outlet temperature assembly

FREQUENCY ASSESSMENT

Pump package assembly
Rack Essentials Controller (REC)
Rack Flow Control Assembly (RFCA)
Remote Power Distribution Assembly (RPDA)
Remote Pressure Equalization Valve (RPEV)
System flow control assembly
Temperature Control and Check Valve (TCCV)
Water separator ORU
Wire harnesses (2)
Wires

This section explains the frequency estimation process. To perform this analysis,
several assumptions were made and probability distributions assumed.

Assumptions

In calculating event frequencies for tiie entire U.S. Laboratory Module, some
assumption as to failure frequencies in other racksneedsto be made. For this example, the
components in rack LAP 6 are assumed to have similar failure rates compared to
components in other racks dedicatedto systemssupport or payloads. Storage racks contain
little or no functioning electronic equipment, so the calculation ignores them by reducing
the number of racks that are, on the average, in use. This calculation also assumes that
component failures due to infant mortalities and extreme conditions, such as high
temperature, radiation or humidity situations, is negligible. The IEEE Standard 500^
Handbook states that these types of conditions may increase a component's failure rate by
a factor of two or more, but since these conditionsare rare, they are not taken into account.

Probability distributions

The following aspects of the frequency calculation are better described by probability
distributions than as set, distinct values.
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Componentfailure rate data Failure rate data for mostof&e components in rack LAP I
6 comes from Boeing, which is responsible for their design and buildup.' This data is
given in terms ofmean time to failure and duty cycles and is considered to be exponential. ^
The failure rate of the wire insulation and flow meter come from the IEEE Standard 500 j
Handbook.' One component, the Rack Essentials Controller (REC), was assumed to have
a failure rate comparable to the Remote Flow Control Assembly (^CA) and a duty cycle
of 100% since no failure data could be obtained. ^

Component Fail Short/Overioad (CFS/0). When a component fails, there are many
particular modes in which the failure may occur. The probability of a component failing in ^
a speciflc mode, such as a short or overload, varies from component to component. :
Extensive real world data is needed to accurately describe this probability. Although
sources such as the IEEE Standard 500 Handbook have had years of experience with ^
nuclear plants, industrial plants and manufacturer's reliability data, this data is not yet
available for components (in most cases) to be used in the space station. Hence, expert
judgementandfailure dataof similar components from terrestrial applications must be used n
to estimate these probabilities.

One opinion'" stated that a conservative estimate of 10-25% be used to describe the
percentage of total component failures that are overloads and shorts. Although this may
higher than 40% for some components,® a value of 20% was selected for all components. ( I
Of this value, an estimation was made thata fail-overload is fourtimes more likely to occur ~
than a fail-short. Assuming a normal distribution, the CFS probability has a mean value
of 0.04 and a standard deviation of 0.01. The CFO probability was also given a normal
distribution, but with a mean value of 0.16 and a standard deviation of 0.04.

Maintenance Induced Short/Overioad (MIS/O). The Human Reliability Analysis - ^
(HRA) manual hasbeen used extensively in nuclear power plant assessments in the past to
determine the probability of human errors occurring in different situations, such as ^
maintenance tasks or decision making under high stress situations." In this example, an
initial probability of 0.01 was selected as the probability that a maintenance action would
cause a short or overload; however, two other, important factors need to be considered.
First, the crew willbe considered novices sincetheywill haveless than six months "on-the-
job" experience, and second, the expected workload will be heavy. The HRA manual
recommends a multiplication factor of ten to be used to adjust the given initial probability
and that a lognormal distribution with an error factor of five beused. Similarly to CFS and
CFO probabilities, it is felt that the probability of a MIO is four times as likely as a MIS. v
Hence, the MIS probability is a lognormal distribution with a mean value of 0.02 and an
error factor of five, and the MIO probability is also a lognormal distribution with an error
factor of five, but with a imean value of 0.08.

Racks in use. Although there are 24 racks in the U.S. Laboratory, they will, most
likely, not all be occupied at any given time. A truncated normal distribution with a mean
value of 20 and a standard deviation ofone has been selected to represent, on the average,
how many racks are in use. The probability distribution has been truncated at 16 and 24
to prevent extreme values from the biasing the results: 16 was deemed an appropriate
lower limit and at the other extreme, only 24 racks are available. .

Spreadsheet calculation H

The frequency calculations were performed using an Excel® spreadsheet, and the
uncertainty calculations were made using @RISK®, an Excel® add-in program.
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Frequency estimate. The spreadsheet calculation determines the expected total number
of component failures through the thirty year simulation based upon the mission mean time
to failure, which takes into account duty cycles for components. The CFS/0 and MIS/0
probability distributions are then used to estimate the number of shorts^ear and
overloads/year that will occur. Finally, this thirty year estimate for one rack is related to
a per year estimate for the entire module. The results are presented in the next section.

Uncertainty propagatioa The @RISK® Monte Carlo simulation (10,000 iterations) was
usedto propagate the uncertainty errorsand to develop the probability distributions for both
the expected number of shorts/year and Ae expected number of overloads/year.

RESULTS

A graphical representation of the expected shorts simulation is in Fig. 2. This
distribution represents a mean value of 1.25 shorts/year, a 95* percentile value of 2.27, a
median value of 1.12 and a 5* percentile value of 0.65.
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Figure 2. Simulation Results Showing Distribution of Estimated Shorts^ear.

A graphical representation of the expected overloads simulation is in Fig. 3. This
distribution represents a mean value of 5.00 shorts/year, a 95* percentile value of 8.68, a
median value of 4.5 and a 5* percentile value of 2.77.

CONCLUSIONS

The results of thesimulation show thatelectrical overheating events are not negligible
and cannot be ignored. Applicable microgravity testing needs to be performed and
appropriate models developed so that the consequences of these events can be estimated.
Risk management strategies also need to be developed to deal with these situations.

The Shuttle, having closeto oneyear of operation time in space,has had at least five
events: four overloads and one short Althou^ the space station and the shuttle are two
different platforms, it is interesting to notehowthe frequency estimate and real world data
compare.
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Ovedoads/year

Figure3. Simulation Results Showing Distribution of Estimated Overloads/year.
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ABSTRACT

TTiis paper discusses the risk assessment methodologies applied to data ^llected during
investigations ofincidents in medicine involving nuclear by-product materials. Th^e are
c^ed misadministraticHi events. Theriskassessment methodology 2q)plied to the is fiault
tree analysis augmented with human reliabiliQr analysis. The results ofthe analysis has be^
beneficial for further elucidating the causal factors ofthe misadministradon event analyzed.
The risk assessment methodology did not provide all the benefits desired, howevCT. For
example, the methodology did not provide agood quantitative estimate of the risk offiinire
misadministrations.

INTRODUCTION

Medical applications of radionuclides involve both therapeutic and diagnostic
procedures. Therapeutic procedures may include the use of relatively intense radioactive
sources and have the potential for significant detrimental health effects ifmistakes occur. The

^ Nuclear Regulatory Commission O^RQ regulates these medical applications of radionuclides
under 10CFR35. In this regi^tion, misadministration events are defined; licensees are
required toreport these events to theNRC

Misadministration events generally involve errors in tiierapeutic or diagnostic
applications resulting in the wrong dose being administered, the wrong site being treated, or
the wrong patient being treated. Inorder to better understand the potential causes ofthese
events, and to hdp examine the regulatory basis, the NRC Office ofNuclear Materials Safety
and Safegu^ (Nl^S) isundertaking arisk assessment ofmisadministration events as pm
ofan event investigation activity. This woric represents one ofthe first applications to the
safety ofmedical radioisotope devices ofProbabilistic Risk Assessment (PRA) techniques
develop^ to evaluate reactor safety. This paper ascusses the methodology used to date, the
problems encountered, preliminary insights from this first analysis, and possible future
directions (tf the project.

This urojea was funded by the U.S. Nodear Regulatoiy Commission and for the U.S. Depaitment ofEnergy
under Idaho Held Office Contract DE.AC07-76ID01570. Views expressed in this rqxwt are not
necessarily those of the Nuclear Regulatory Commission.
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METHODOLOGY

The methodology applied tothe data discussed inthis paper was PRA fault tree analysis ;
augmented with human reliability analysis (HRA). The data to conduct the analyses were
collect^ during site visits to facilities that had experienced misadministration events and from
visits to facilities that performed similar procedures. These visits were beneficial because P
they enhanced the understan^ng ofthe m^cal procedures. '

The risk assessment methodology dealt only with the top event observed during the ^
event. The three possible top events were: ^

• Wrong treatment site
• Wrong dose administered f-r
• Wrongpatient being treated- i

The eventdiscussed in this paperwasa wrong treatment siteevent
I

Description of the Event

This event involved the manual brachytherapy treatment modality. A patient
undergoing treatment for cervical cancer received an unintended dose ofradiation to her labial '
skin andthe inneraspects of her thighs. This occuired because the technologist selected the
wrong sources which were of a smaller diameter than the correct sources. The sources
slipped through the opening in the end ofa helical spring designed to keep the sources at the ^ ^
end of the source carriers of the Henschke manud brachytherapy applicator used in this
treatment. Acomplete description of this event is contained in Ostrom, Leahy, and Novack^.

Analysis Methodology

The risk assessment methodology used to perform the analysis was a combination of
probabilistic riskassessment (PRA) and human reliability analysis (HRA). The process for
conducting the analysis involved six steps. These were: 1)developing the process model;
2)developing the fault trees; 3) developing theHRA event trees for specific human action
sequences; 4)quantifying themodel; 5)generating the cut sets; 6) conducting a sensitivity
analysis. The sensitivity analysis (Step 6) involv^ iterating on Steps 4 and 5 in order to
model theprocess while varying performance shaping factors and postulating changes in the
process. Thefollowing discusses each of these steps in more detail:

Process Model. A process model was developed using functional flow diagram
(FFD) techniques^. The model basically shows the steps in the process in the order of their
performance. The process model was developed using data collected from a
micaHiinimgn?tiftTi site visit and a visit to a cancer center that performs similar treatments.
This HKxiel was used as the basis for the rest of the analysis.

Fault Trees. There were three fault trees developed using standard PRA techniques.
Figure 1 shows anexample of thetypes of fault trees developed.

The human errors shown on the tree were determined in two ways. First, by input
from the misadministrationinvestigationsite visit and, second,by postulatingerrors from the
process steps shown on the process model. Medical professionals helped postulate these
errors. HRA event trees were developed for sequences of human errors, such as the
placement of the afterloader.

Human Reliability Event Trees. Figure 2 shows an example of the HRA event
trees developed from the analysis of the process that existed at thetime of theevent This ^
tree was developed using the techniques described in THERp3. There were two sequences
of human errors postulated. These were the Source 0)ntrol Sequence (SCS) and the
Afterloader Placement Sequence (APS). The SCS shown in Figure 2 depicts the event that
was investigated during the site visit. The failure paths on these trees proceed diagonally ^
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from upper-left tolowcr-righL Success paths proceed diagonally from upper-right to lower- . ^
left. Rccoveiy paths arc dashed lines and proceed from right to left. The capital letters
denote errors and the lower-case letters denote successful actions.

There were three failure paths determined in the SCS. These were: ABC, aDEF, and
AbDEF. There were also three failure paths in the physician placement sequence.

Quantifying the Model. THERP^, SHARP^, and ASEP^ methodologies were ^
used to quanSy the human eiror probabilities. The hardware failure data were developed
using a generic hardware failure rate of l.OE-3. This is a screening value and actual failure
rates will be sought from the manufacturer. The hardware failure rates are probably high
because there is no force placedon the welds and thematerial the afterloader is madeof is ^
high grade stainless steel. High grade pipe has a failure rateontheorder of2E-5 failures per
hour and springs have failure rates on the order of 4E-5 failures per houi^. -

Factors that wereconsidered duringthequantification of the human errorswere the Radiation
Technologist's lack of training, thepoor labeling on the source safe, and thedependencies
between the Ra^tion Technologist and the Radiation Technologist Supervisor.

TheRadiation Technologist (RT) and Radiation Technologist Supervisor (RTS) errors were
quantified using the data tables and methodologies contained in THERP^. Altiiough there
were not one-to-one correlations between the errors that were postulated in the maiel and
those listed in the THERP tables, the categories were generally similar. It was assumed that
36% of the Csi37 sources in tiie safewere small enough to migrate through the end of the
spring. This was calculated by taking the number of 10 mg Csi37 sources of tiie diameter
usedin the eventanddividing by thetotal number of sources in the source safeat thetimeof
the event. This value is an estunate; the exact number would vary depending on the age of
the spring and whether the opening was damaged- The physician errors were more difficult _
to quantify, so SHARP skill-based screening values were chosen. It was assumed that the
physician was well skilled; a value of5.0E-4 was chosen as the HEP. This is the middle of ^
therange fora skill-based error, which is from 5.0E-5 to5.0E-3. The patient errors were tiie |
mostdifficult to quantify. These were quantified by using ASEP pre-accident screening
values. TTie valueinitially used was 0.03; however, this value waspostulated to be toohigh
because patients are and instructed not totouch theafterloader. Infact, patients are ^
afraid to touch the afterloader because of tiie fear of radioactivity. The medical consultant
stated that in his twentyyears of workin the field he has only heard of one case where a
patient got up from bed. In this regard, we reduced theHEP for the patient actions by a
factor of ten, which is the error factor, and used the value0.003. This is the lower tolerance
bound. This still made the value conservative, but more realistic. ^ ASEP sereningvalue
of 0.03 was also usedfor errors involving the nurse andtransportation of thepatient

-

Generating the Cut Sets. IRRAS 4.0' was used to generate thecut sets.

Sensitivity Analysis. The sensitivity analysis involved varying performance
shaping factors and postulating changes intiie process. These changes were tiien quantified H
and an estimate in tiie change in tiie overall probability for failure was calculated. Two
separateanalysiswereconducted.

The first analysis involved unproving the level of stress of tiie woricers, improving their ^
training level, reducing the dependence between staff members, and adding independent
verification steps to theprocess. The second analysis involved postulating theprocess witii
the incorrect sources removed from the source safe. f»v

I ,

I

RESULTS AND DISCUSSION

The risk assessment was interesting becauseit highlighted (a) the failurepath that lead
to theevent, (b)theestimated effects of licensee's corrective actions on thefailure path, and
(c) another failure path Aatis not only reasonably probable, butcould go undetected. The ^
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evaluation process suggested the need for areliable, independent verification of afterloader
placement, to reduce the probability ofthis failure path.

The analysis process was also beneficial because itclearly showed the sequence of
events and how the performance shaping factors at the facility affected the outcome. Also, it
give areasonable estimate of risk reduction after postulating changes to the facilities process.

Lack of aspecific human reliability data base that addresses human errors for niedical
procedures and specific hardware failure rates for medical equipment lead to the methodology
producing less than ideal results.

FUTURE DIRECTION

From these results it has been decided to retain elements of the risk assessment
methodologies tryed to date, plus orient tiie data analysis to more of a human factors
approach. For example, aprocess model and event trees wiU be developed for the events
investigated.

The investigation itself will be oriented more towards ahuman faciors approach since
the events investigated to date have primarily involved human en-or. This entails collecting
more information about the human factors aspects ofthe process including.

• Communications
• Training
• Human-machine interface
• Organizationalculture.

0^ j Also, the possibility of maintaining adata base of all medical procedures using nuclear
by-product materials and how many of tiiose result in misadministration in order to get a
betto* understanding ofthe true risk for misadministrations will be explored.

CONCLUSIONS

^ Applying risk assessment methodologies to misadministration events has i^oyen useful
because it shows how the system can fail and how changes to the system can help prevent
misadministrations.

lor i The risk assessment methodologies tried to date have not provided all the information
desired. Therefore, ahybrid risk assessment approach is going to be applied to data coUected
during future misadministration events.
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CONSTRUCTION ERROR AND HUMAN RELIABILITY

FOR STRUCTURAL SYSTEMS

Mark G. Stewart

Department of Civil Engineering and Surveying
The University of Newcastle
Newcastle, NSW, 2308, Australia

INTRODUCTION

Buildings, bridges, offshore platforms and other structures consist of interconnected
m beams, colimms, walls and other structural elements to form a structural system. Recent

statistical reviews have found that construction errors are a dominant cause of structural
failures. For example, Eldukair and Ayyub (1991) have estimated that 77% of structural

^ failures are attributed to eirors conmiitted by contractors (i.e., poor workmanship by sub
contractors, site staff, foreman and workmen). The principal modes ofstructu^ system
failure are structuralcollapseand serviceability problems (e.g., excessive cracking).

The safety of nuclear power and chemical process plants, and other potentially
hazardous processes are alsoinfluenced by the performance of their structural systems. For
example, premature failure of a nuclear power plant containment structure during a
degraded core accident (e.g., LOCA) may have catastrophic consequences.

Structural systems are generally continuousevent systems; therefore, system failure
occurs when loads exceed the resistance. The strucmral resistance (or strength) may be
a beam, colunm, roof or connection capacity. Loads may comprise of flood, earthquake,
snow, wind, dead, and roof or floor live loads. In addition, built facilities for hazardous
processes may be subject to accidental loads caused by the latent release of energy

^ (e.g., explosion, overpressure). Estimates of system risk used in structural engineering are
currently computed from probabilistic models that tend to exclude the influence of human
error. Hence, these estimates of risk are not realistic. For example, these models only
include the influence of small variations in material properties and element dimensions.
However, it has been observed that estimates of risk obtained from these models seem to
be several orders of magnitude lower than those based on statistical surveys of structural

^ failures [e.g., Melchers, 1987]. It therefore follows that design, construction and other
errors accounts for this discrepancy. Note that human errors are not all detrimental to
system safety; some errors actually increase system reliability.

^ In the present paper a HRA has been developed to simulate the effect of human error
in construction tasks. Consequently, the HRA may provide some understanding of the
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influence of construction error and of various error amelioration/control measures on the
probability of structural failure. This methodutilisesevent-tree logic wherethe event-tree
is analysed using Monte-Carlo simulation techniques. It is assumed herein that
construction errors are those attributed to errors committed by contractors. Unfortunately,
there is currently very little human reliability data (i.e., error rates, error magnitudes, and
error detection) available for construction tasks. Such data is required for input into a
HRA. However, some data has been collected for reinforced concrete construction tasks.
Using this data, a HRA has been conducted for the construction of a simple reinforced
concretebeam.A description of thedataandresults of the HRAare presented herein. The
proposed HRA method may be applied also to the reliability of existing nuclear power
plant structures, this applicationis also discussed.

Note that the proposed HRA model may be usedto estimate theaverage system risk
for (i) "generic" structures (i.e., for a large numberof buildings) that includes variations in
performance both within and between sites, and (ii)specific building sites. Finally, The
HRA methodology proposed herein has been used also to simulate the effect of design
error on structural design tasks [e.g., Stewart and Melchers, 1989; Stewart, 1990].

CONSTRUCTION ERROR

Construction error is defined herein as an outcome that exceeds a construction
tolerance as specified by an appropriate code of practice (e.g., depth of beam must be
within 5mm of the specified depth). Construction errors are most likely to be caused by
slips, mistakes and violations; most ofthese errors will also belatent. For the present paper
it is assumedthat construction errors most likely will influence the resistance of structural
elements (e.g., undersized beam). Thus, construction errors may either reduce
("detrimental errors") or increase("conservative errors") the structuralresistance.

Brown and Yin (1988) suggest thatconstraction errors conmiitted bycontractor are
dominated by ignorance, thoughtlessness, and negligence. Such an observation is not
unreasonable since construction workers are generally unskilled or semi-skilled, work in
unpleasant conditions, have poor motivation, and are often unaware ofthe consequences of
their actions. These are all factors that contribute to poor task perfomiance, and suggests
that construction errors are to be expected. For this reason, engineering inspections,
supervision and other quality control measures are recognised as important components in
the construction process. However, Eldukair andAyyub (1991) have observed thatlackof
supervision andcontrol was a factor contributing to 37%of structural failures.

SYSTEM RISK FOR STRUCTURAL SYSTEMS

Computation ofSystem Risk

Theprobability of failure ofa structural system may bereferred toasa "system risk".
The computation of system risk for a structural system requires that probability
distributions for loads and structural resistancesof each structural element are known. The
computation of resistance distributions is of most interest because resistances are most
likely to be influenced by construction error.

Theresistance orstrength ofeach constructed element is calculated firom a predictive
model (Rpied); the model is generally an existing theoretical (or empirical) formulation.
The parameters in most predictive models for resistance relate to material and dimensional
variables. For example, the actual resistance (bending capacity against collapse) of a
reinforced concrete beam is

n
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R = MExRpjed =MExAstfyd 1-
0.6Astfy

Bdfc
(1)

where Ast is the cross-sectional area of reinforcing steel, fy is the yield strength of
^ reinforcing steel, d is thedepth to steel reinforcing, B is thebeam width, fc is the concrete

compressivestrength, and ME is the "modelling error" (see Table 1).
Probabilistic models are needed to describe the variability of these variables. Monte-

Carlo computer simulation may then be used to develop a probability distribution of
resistance by generating values of the variables from appropriate probabilistic models. It is
generally assumed that the material and dimensional variables are independent. However,

^ in practice some variables may well becorrelated. Forexample, it is likely that variability
in reinforcement placement and cross-sectional dimensions will all be higher for
construction sites with poor supendsoiy control.

n It is important to note that most existing statistical parameters for dimensional and
material variables areobtained from direct field measurements made from only a limited
number of building sites. It is therefore statistically unlikely that these limited samples

^ would include within them any gross construction errors (i.e., large deviation from
construction tolerances). Further, it is unlikely that a single probability distribution can
accurately model the occurrence of very low probability/high consequence events
(i.e., gross errors). Hence, most probabilistic models of actual resistances currently in use
ignore the influence of gross constraction errors.

^ HRA ofStructural Resistance

TheHRA method used herein is based on THERP (Technique forHuman Error Rate
Prediction). The THERP method uses an event-tree logic system to divide a complex
system into a number of successive individual microtasks. Each microtask models a human
action needed in the sequence of producing a final outcome. It is likely that values of the
dimensional and material variables in the finished product is influenced by human actions
(e.g., workmanship). It is possible to represent each of these variables as a microtask.

Human Reliability Data. The HRA method requires human reliability data
(i.e., measures of performance) for each microtask that is prone to construction error;
namely:
(i)error rates: Frequency oferror occurrence orHuman Error Probability (HEP).

HEP= number of errors + total number of opportunities forerror
(ii) error magnimde: If an error occurs, the error magnitude (me) is the direct

^ consequenceor outcome of the error.

outcome - correctoutcome ,
m me= — xlOO% (2)

correctoutcome

(iii) error recovery: The rate of detection and correction of errors (e.g., checking
efficiency of inspections).

This data may be obtained for errors of commission and errors of omission that are
caused by slips, lapses and violations. It is assumed herein that error rates for individuals
(for a specific task) will vary from individual to individual and that this variation in error
rates is represented by the lognonnaldistribution. The mean error rate is usuallyavailable
from humanreliability data(i.e.,HEP). A convenient measureof dispersion (i.e., variance)
is represented by the "error factor" (EF), see Swain and Guttman (1983) for further details.
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In the present case, the distribution of error magnitudes may be modelled by a
probability distribution (say lognonnal) if the median and some upper bound (say 90^^
percentile) are known. The distribution of error magnitudes can then be converted to a "n
distribution ofoutcomes by the use of Eqn. (2). if the correct outcome is known. It may
then be necessary to truncate the proposed distribution of outcomes at the maximum or
minimum allowable construction tolerance, see Figure 1. Error rate, error magnitode and ^
outcome probability distributions are referred to herein as "human performance models".
These models may be obtained for "conservative" and "detrimental" errors for each
microtask. Note that these human performance models may be influenced by worker n
experience, inspections, andotherperformance shaping factors.

HRA Method. The main computational tools used in THERP are event-tree logic ^
and Monte-Carlo simulation. The event-tree starts at aconvenient point and works forward '
in time. For each microtask a decision (e.g., "error-free", "conservative error" or
"dettimental error") and also the consequences of the decision (i.e., outcome) are made.
Error rates for detrimental and conservative errors (HEPl, HEP2) are randomly generated
from their respective probability distributions. A uniform random variable [0,1] is then
generated (RN). A detrimental error occurs if RN<HEP1 or a conservative error occurs if
RN<HEP1+HEP2, otherwise the task is "error-free". An outcome is then randomly '
generated from theappropriate distribution of outcomes. The process is then repeated for
subsequent microtasks (i.e., for all material and dimensional variables), an estimate of
structural resistance (R) can then be calculated from the predictive model. The entire
process is then repeated many times (i.e., Monte-Carlo simulation), a probability
distribution ofacmal resistances canthen beinferred. The probability of failure canthenbe P
calculatedfromexisting methods [e.g.,Melchers, 1987]. However, resultsobtained from a
HRA can provide only an indication of the true nature of the influence of human error on
system risk because human behaviour is a complex phenomenon that is difficult to
quantify. For this reason, system risks obtained from a HRA are particularly useful for
comparative studies; for example, to compare the effectiveness of error
amelioration/control measures orother performance shaping functions. See Stewart (1993) ^
for a more detailed description of the above HRA method.

Finally, the HRA method described herein may be applied to a range of other
continuous event systems; namely, dams, embankments, foundations, tunnels, and other
geotechnical and hydraulic systems.

APPUCATIONS

Reinforced Concrete Beam Construction ^

A preliminary study has beenconducted to develop human performance models for
the construction of typical reinforced concrete beams and to incorporate this information P
intoa HRA [Stewart, 1992]. The four construction microtasks prone to construction error
are given in Table 1. Expert judgements from practising engineers were used to obtain
single point estimates for the average error rate for errors committed prior to engineering ^
inspections (nio), thechecking efficiency of inspections (pj), and the average and worst
error magnitudes (XgE and respectively), for each microtask. The average error rate ^
for errors not detected by inspections and thus included in the finished work is
mi = nio(l- Pi), see Table 1. Figure 1 shows the distribution of outcomes for microtask
El, for a beam with a specifiedeffectivedepth of SOOmm. n



Table 1. Parameters forHuman Performance Models (pi=0.997)

Eiror Rates Etror Magnitudes
Microtask mi EFi Abe XUB

^ B El Area ofTensile Steel (Ast):

i
Detrimental Error 0.00037 10 -14.3 -82.2

a Conservative Error 0.00020 10 15.2 69.2
E2 Depth to Tensile Steel (d):

Detrimental Eiror 0.00051 10 -7.1 -21.1

d Conservative Error 0.00032 10 6.3 16.6
E3 Beam Width (B):

Detrimental Error 0.00014 10 -5.2 -14.5

# # # T Conservative Error 0.00014 10 5.2 16.5
E4 Concrete Mix (fc):

0.00490Detrimental Error 3 -9.6 -38.0

A HRA was conducted using the above human performancemodels, for a reinforced
concrete beam supporting a typical floor and spanning 10m.The structural resistance of the
beam is given by Eqn. (1). Figure 2 shows the lower and upper tails of the distribution of
structural resistances (R) for "error-free" (all microtask error rates equated to zero) and
"error-included" construction processes. The lower tail of a resistance distribution has a
major influence onthe calculated probability offailure. The resulting mean probabilities of
failure were 0.54x10"^ and 0.52x10-3 for "error-free" and "error-included" construction
processes respectively. Thus, construction errorcauses a relative loss of structural safety of
approximately anorder of magnitude. However, the "error-included" probability of failure
may approachthe "error-free" value if the efficiency of engineering inspections is further
improved or if other error amelioration/control measures are adopted. It is important to
recognise that some structures will have probabilitiesof failure above or below the "mean"
probability of failure as a result of variations of workmanship between sites.
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Nuclear Power Plant Structures

It is likely that design and construction errors exist also in nuclear power plant
structures such as control room buildings and containment structures [Ravindra, 1986].
The performance of these structures during abnormal loading events such as a LOCA
(overpressure) or earthquake (ground acceleration) may significantly influence the
reliability of equipment and systems contained within the structure.

Ravindra (1986) reports that the influence of design and construction errors are
generally ignored from PRA's.For example, seismic fragility curves are used in a PRA to
represent the failure rates of structures, components or systems given the occurrence of a
specific peak ground acceleration; these curves arecurrently developed on theassumption
that the design and construction processes are "error-free". However, it is likely that the
HRA method proposed herein may be used to assess the influence of construction errors
(e.g., incorrect placement of reinforcement) on the peak ground acceleration capacity
(i.e., resistance) of a structure. Human reliability data may be obtained from expert
opinions in a manner similar to that obtained for reinforced concrete construction tasks.

It should be noted thatthe "error-free" probabilities of failure forsome structures may
be quite low; forexample, Hwang, etal. (1987) havesuggested thatproposed containment
structures should have a conditionalstructural failure probability(given the occurrenceof a
large pressure due to a LOCA) of 10-^ to 10-4. jt jj^s been shown by Stewart (1990) that
the proportional loss of structural safety due to human error is greater for structural
members with veiy low "error-free" probabilities of failure. Thus, the inclusion of human
error into thecomputation of failure probabilities may significantly increase some existing
"error-free" failure probabilities. However, it is unclear ifthe overall system risk (e.g., risk p
of core damage) wiU besensitive tothese increases in structural failure probabilities. -

n

CONCLUSION

A Human Reliability Analysis (HRA) model has been developed to simulate the
effect of construction error on structural reliability. A HRA was conducted for the '
construction of a simple reinforced concrete beam. The application of the HRAmethod to
thestructural reliability ofnuclear power plant structures was also discussed. ^
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INTRODUCTION

As the reliability of the hardware of production systems, vehicles, etc., has enhanced
rapidly, human-error is becoming the main initial cause of injurious accidents. In order to
curb the accidents resulting from human error, not only should there be improvement of
human reliability butalsohuman-error backup systems (fffiBS: thesystem which prevents
damage, given that human-errors have occurred) should be utilized for man-machine
systems. For instance, ASVs (Advanced Safety Vehicles) are supposed to be equipped with
automated human-error backup mechanisms to avert car collisions. However, if a fault of
such mechanismsbrings about an accident, the makerscan be sued. Thus, the HEBS should
be so structured as not to cause damage even when faults arise in itself. Only the well-
developed HEBS willbeable to meetthissafetyrequirement

Sincea fail-safe system prevents damage bytransferring a system from anordered state
to a disordered state (viz., the system transition relies on the laws of nature rather than hu
man intervention), we prefer designing HEBSs for the fail-safe structures. However, the
fail-safe structure is notalways possible. It depends on thetypes of hazards produced in the
man-machine system and on other system conditions. This complicates the problem of
structuring fail-safe systems, andtherefore we need to approach it systematically. An HCS
(hazard-control system: thesystem which prevents damage, given that undesirable changes
have occurred) involves (inherently) fail-safe andfail-operable system structures. HCSs have
been categorized and systematized in terms of an action-change and action-chain (A-C)
model'. This paper explores the feasibility ofdesigning HEBSs for (inherently) fail-safe
structures based on the A-C model.

Acronyms

A-C action-change and action-chain ASV advanced safety vehicle
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HCS hazard-control system HEBS human-error backup system

Notation

Xu. action u. {i 01, 2,..., 6; u,=a, u^^b, u^=c, u^-d, M^=e, u^=f ) is U^nsmitted

from element to IV. ^
Yuj\^->X dissociation action Uy' (/El, 2,..., 6; M/=a', u^*=d\ u/=e\

Ug=f') is transmittedfrom element F to^.

(Yg\^-^X ) dissociation action is transmitted from
element y to elements A" andW.

YjUk" ,„-*Y2 conu-olaction" {k El, 2,..., 6;

"=/ •*) is transmitted from element Y^ to Yj.

Yq-^Yi reversal action (/ E. 1, 2,..., 6; ^=b, Uj=c, u^=d, Uj=e, «5=^) is
transmittedfrom element Yj to Y2- ^

Pr
Xu^ actionlink [ii^. (/El, 2,..., 5) is dissociated by dissociation principle

(r E1, 2,3), i.e., the fail-safe dissociation principle. ^
P4

Xf action link is dissociated by dissociation principle , i.e., the fail- ^

operable dissociation principle. '
Xu^ Q->W(:) damage (:) arises inelement W bydirect causal action .

m, n, q concatenation orderof linkagefroma directcausal actionlink(m, «, ^=i, 2,
3, ...) :

(x), (y), (z) ... element changes (usually omitted.)

H human system-element M machine system-element M' subsystem of Af
B human-error backupsystem-element BI information processing subsystem of B
O damaged system-element C systems condition

Definitions

hazard Asituation with a potential forharm in terms ofhuman injury, damage, etc.
hazard identification The process of recognizing anddefining a hazard's characteristics.
HCS A system which prevents damage, given thatundesirable changes have occurred.
HEBS A systemwhichprevents damage,given thathuman-errors haveoccurred.

Fail-safe system

In general, wecanidentify many hazards especially fora complex system. Hazards can
be classified into two categories in accordance with these characteristics: hazards which are
manifest with undesirable changes when the relationship between any two system elements is
in an ordered (relatively small entropy) state; and hazards appearing in a disordered state.
Then the relationships among the former andthe latter-type hazards, the state of the elements,
and hazard control result in the following;
1. We can prevent the former-type hazards from materializing by: (1) controlling and hold
ing the relationship between system elements if it has already been ina disordered state; (2)
controlling and transferring it from an ordered state to a disordered one if it is in an ordered
state.
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2. The latter-type hazards can be prevented from materializing by: (3)controlling and hold
ing the relationship between system elements if it is in an ordered state; (4) controlling and
transferring it from a disordered state to an ordered one if it is in a disorderedstate.

In the cases (1) and (2), a disordered state averts damage in the result although it is not
clear if the whole hazard-control process consists of disorderedstates only; and an ordered
state does in the cases (3) and (4). Hence we give the followingdefinitions to the system: the
system is a fail-safe system regarding the specified hazards and undesirablechanges for
cases (1) and (2); and a fail-operable system for cases (3) and (4).

A fail-safe system that controls a hazard rather along the natural course of events than
by human intervention must be distinguished from a fail-operable system. If the whole proc
ess of controlling a hazard consists of disordered states only, we can defme the system as an
inherently fail-safe system regarding the specified hazard and undesirable changes.

HAZARD IDENTIFICATION

The hazard that is initiated by a human-error and brings about damage into system ele
ment O is identified by the following action chain:

H(h)u.^ u. (1)

i, yei, 2,..., 6

H,M,0 sysitmelements (seenotation) q-^ action [inks (see notation)
(h) a human-error arises in (m) changesoccur in M. (:) O is damaged.

Wedefine the hazardas Hazard(1). Accidentscenarios corresponding to the hazardare:
Example 1. When a driver hasstepped on thebrakes hard [H(h)a j the cargoes intoa

skidbecause of locking the brake [M(m) ] and skids into an object [a g-*], and damage
arises in the object [0(:) ].
Example 2. Since a personnel did not open a main safety valve after his maintenance of a
reactor [H(h)f ^->], the reactor explodes due to excess pressure [M(m) ] and releases

poison [c Q and the surroundings aredamaged [0(:) ].

STRUCTURING "HEBS"

Wecan rewrite action chain (1) using a subsystemof M:

H(h)u^ j->M(m)Uj q-^(:) (2)
i, j, k 2,..., 6

Systemelement^, i.e., an HEBS composes the following controlchainand dissociates
theaction link [Uj^ j -*] in order toavert damage(see Appendix):

For&ei, 2,..., 5

Pr
M (3)

r eJ, 2,3 I, m ei, 2,..., 6
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Fork =6 (i.e., = / )

P4
M)&(Bg\j->^M)} (4)

I Ei, 2,..., 6

Here, the system is a fail-safe system regarding Hazard (1) and human-error (h) for
controlchain (3), and a fail-operableone for control chain (4).

Examples of HEBS corresponding to the control chains are:
1. an antilock-braking system for automobiles
2. a reactor interlocking system (which detects the blocking of a safety valve and locks up the

reactor operation.)
These HEBSs may be able to compose both control chains.

We can induce the following rule from discussions abo\ e:
Rule I. A necessary condition for structuring an HEBS as a fail-safe system is that the
machine controlled by the HEBS generates one or more ordered-state actions.

If a fault (x) arises in the information processing subsystem of HEBS, the control
chain is reversed and dissociation cannot occur. For example, for control chain (3):

C(c>Ui\^-*BI(x)u„ 2->'B(y)Up i-^M(m)Uj o->0(:) (5)

#i 0J2, 6 k Gi, 5 jt U P Ei, 2,..., 6

We define the hazard identified by reversal chain (5) as Hazard (2). If the control (dis
sociation) actions in control chains (3) and (4) are ordered-state control (dissociation) actions
and they are reversed, the disordered-state reversal action/ results. Similarly, the reversal of
disordered-state control (dissociation) actions result in ordered-state reversal actions (see
Appendix, Theorem 3). Since the characteristics of reversal actions are the same as the
actions in action chains, the action-link dissociation principles apply. Then the reversal link
[«„ 3 in the reversal chain (5) is dissociated in the following manner and the original
action link is dissociated again (Theorems 5 and 6):
For #i=tf

P4
C(c)u," .,-*BVe ^ {(BI(x)i^^ -*l B)&

(Brg\,-*Bu„' M)} (6)
Pr

k Ei, S I, m Ei, 2,..., 6 r Ei, 2, 3

BP redundancy ofBI

Here the system is a fail-safe system regarding Hazard (1) and human-error (h) , and a fail-
operable system regarding Hazard (2) and change (x).

For «=2

p. Pr
FSe\^-tSI(x')b,-*l Bu„' ,-*! M (7)

k Ei, 2,..., 5 Iff Ei, 2,..., 6 r, s Ei, 2, 3
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FS fail-safe mechanism ofBI

Here the system is a fail-safe system regarding Hazards (1) and (2), human-error (h) , and
change(xThe structureof HEBSinducesthefollowing rule:
Rule 2. The necessary condition for designing the information-processing subsystem of
HEBSfor a fail-safe system regarding its intemal faults is that the subsystem is so structured
toevokedisordered-state control actions to avertaccidents causedby human-error.

An HEBScontrolsand transfers the state of systemelementsfrom a dangerous state to
a safer one. We can classify the transition into twocategories. One is the ordered-process-
type transition, anotheris the disordered-process one. A typical exampleof the former is the
transition of kinetic energy of an airplane landingsafely on a runway under variable winds.
The transition of a safety valve from a closing to a opening state is a latter case. Since an
HEBS must generate oidered-state control actions in order to materialize ordered-state transi
tion (Theorems 7 and 8), the followingrule is concluded:
Rule 3. The necessary condition for structuring an information-processing subsystem of
HEBS for a fail-safe system regarding its intemal faults is that HEBS implements disor
dered-state transition.

Table 1demonstrates the feasibility of designing HEBSs for fail-safe structures by ex
amples ofASV^. Here, an IPS (Information Processing System of ASV) sensing a driver's
error, such as looking aside or dozing, automaticallybrakes in order to avert a car crash.

Each hazard is defined as follows:

Hazard 1. regarding human-eiror anda collision; disregarding a skid
Hazard 2. regarding a skid,faults of HEBS for theskidonly, anda collision
Hazard 3. regarding human-error, faults ofHEBS, and acollision; disregarding a skid
Hazard 4. regarding human-error, a skid, faults of HEBS for both skidandhuman-error,

and a collision

CONCLUSIONS

We first defme an(inherently) fail-safe and fail-operable s\'stem systematically based on
an A-C model. Next, systematic methods forstudying the feasibility ofdesigning human-

Table 1. Feasibihtyof designing ASV for fail-safe strucmres

System elements Hazard 1 Hazard 2 Hazard 3 Hazard 4

Driver O O / /
Power-source of ASV o • o •
External sensor subsystem of IPS / / o o
Intemal sensor subsystem of IPS / • / •
Processor subsystem of IPS / • o A

Actuator subsystem of IPS / • o •
Brake-mechanism A • A •

O Fail-safe structure is feasible for the whole element regarding the hazard. A Fail-safe
structure is partially feasible for the element regarding the hazard. • Fail-safe structure is
not feasible for the element regarding the hazard.
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error backup systems for fail-safe structures are proposed. Examples involving information
processingsystemsof ASV demonsU^te the newtechnology.
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APPENDIX

Remark 1. Any damage (and its control process) is modeled by the system-element's changes
and propagation of actions (and dissociation, control and reversal actions) among system
elements. The changes include not only continuous variables such as voltage or temperature
but changes in shape, size, information content, etc. When the state of system elements is in an
ordered condition, i.e., having relatively small entropy, ordered-state actions are generated
because of energy transfer (kinetic, thermal, etc.), substance transfer, obsiruciion of necessary
supplies, and attributes of shape, force, mass, etc. When the state of system elements is in a
disordered condition, disordered-state actions are produced because of the failure of an
element to function.

Remark 2. Actions (and dissociation, control, and reversal actions) are categorized into: 1. or
dered-state actions: a) energy transmission, b) information propagation, c) agent transfer, d)
supply obstruction, e) existence form, and g'&g") function substitution; and 2. disordered-state
actions: 0 function failure (cessation).

Remark 3. Dissociations of (reversal) action links are categorized by the following principles:
1. fail-safe dissociation principles: Pi control of an action source, P2control of an action path,
P3 control of an action source and path; and 2. fail-operable dissociation principle: P4control
by substitution for a failed function.

Theorem 1. Ordered-state action links are dissociated by the fail-safe dissociation principles,
and disordered-state action links are dissociated by the fail-operable dissociation principle only.

Theorem 2. Fail-safe dissociation principles are achieved with dissociation actions of types a',
b',c', d', e', and/orf, whileP4is achieved with type g*&g" only

Theorem 3. If an ordered-state dissociation (control) action is reversed, a disordered-state
reversal action results, while if an f or f'-type action is reversed, one or more ordered-state
reversal actions arise.

Theorem 4. If a change occurs in X, and a control action from X is reversed, reversal chains
result from X and dissociation can not occur

Theorem 5. Ordered-state reversal action links are dissociated by the fail-safe dissociation
principles, while disordered-state reversal action links are dissociated by the fail-operable
dissociation principle only.

Theorem 6. If a reversal action link is dissociated, the partial control chain is restored and the
original action link is dissociated again, provided no other reversal chains exist in the HCS.

Theorem 7. A necessary condition for an T or P-type link is a single-direction action link.

Theorem 8. Suppose there exists an external dual-direction action link Li whose control
depends on a dual-direction action link hi. Then there must be one or more control chains
connecting Li and L2 with dual-direction action links in HCS.
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INTRODUCTION

The paper proposes a methodological approach to support space system analysts in
deriving recommendations for designers. The recommendations aim at avoiding or
minimizing human errors arising during, or leading to, hazardous situations or mission
degradation.

The methodology represents a way to extend the hazard analysis and the FMECA
(Failure Mode Effect and Criticality Analysis) to a more detailed analysis of human errors.
Its basis is a Paradigm for human error minimization, which provides the RAMS
(Reliability, Availability, Maintainability, Safety) and HF (Human Factor) analysts with a
set of high level guidelines, called Archetype guidelines, to be tailored to specific
situations for recommendation identification.

In the following sections a description of the theoretical background upon which the
paradigm and the archetype guidelines are based togetiier with the metiiodological
approach are described in detail.

THEORETICAL BACKGROUND

The theoretical research and the available information relevant to the human error
occurrence, have identified general rules from which a structure for the definition of
recommendations to reduce human error can be derived.

This structure or general law has been called Paradigm for human error
minimization and forms the Key issue of the methodology described in this paper.

This Paradigm is basedon two main concepts.

The first is the result of research activity conducted in the frame of human error
occunence in nuclear plants and other industries. Experimental results showed that if the time
available to perform a task after an initiating event is brief (in the range of seconds to tens of
minutes) itb^omes the key contributor to the crew failure probability [1].
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The second consists of the physical and present understanding of the mental process
that considers the brain divided in two halves [2].

In one half pattern matching dominates and it is mainly involved in stimuli-response
(S-R) tasks rather than problem solving tasks.

In the other half experience and training dominates and it is mainly involved in the
cognitive process with major emphasis on problem solving tasks.

Using the results of the theoretical research in this field, a coirelation between
available time and brain function can be identified. In fact, when time is short, the stimuli-
response process dominates, while in the presence of additional time, the human cognitive
process takes precedence over the other one.

The combination of these two concepts leads to die conviction that mental process,
time available to perform a task and human error probability [3] are strictiy linked. The
rules for paradigm development have been inferred by the analysis of this link. In fact, the
paradigm recognises that different human abilities are more reliable in different time
regimes so that human peiformance tasks should be designed to take that into account As
a consequence, the Archetype guidelines have been developed to facilitate specific human
performance.

Time Regimes and Archetjrpe Guidelines

The archetype guidelines, togetiier with the time regimes are tiie basis of the
paradigm for minimizing human error (Fig. 1).

The time regime is a time interval characterized by a specific brain involvment and
human performance.

Four time regimes form the paradigm. They are described below, with tiie related
archetype guidelines.

• Excluded region. The timeavailable for human response is less than a few seconds and
therefore human actions must be excluded (i.e., tiiey must be eitiier eliminated or
automated) since the human responsecapability is very limited.

• Short time regime. Less than one minute is available to humans to perform the
required task. Due to the short time available, thinking and decision making is difficult
It follows that the operator tasks must be of a Stimulus-Response nature and written
procedures become irrelevant because the operator generally has no time to read or use
them.

EXCLUDED SHORT TIME REGIME MID-TIME REGIME LONG/NO TIME REGIME
REGIME

*Human Action • Direct Single Action *ChronologicalTracking *Stereotypical Capture Prevention
Exduaon

• Ne^tHgibleImplemenlatton *Symptom Based Aids 'Spatial and Time Reversal
Time

*Vigilancc and Skill Maintenance

Time available to perfomi a task "

one second one minute one hour

Figure 1 - Paradigm for human error minimization
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Mid-Time regime. Several minutes to one hour are available to humans to perform the
required task. During this time regime, the operator can evaluate the situation, access
some diagnostic tools, and take a decision on the best action to take, even if he is aware
that there are limits to the amount of time available to take an action. If decision and
diagnosis can be facilitated by flowcharts or effective training, then the likelihood of
mistakes can be reduced so that the error probability is characterized by slips.

• Long/No time dependent regime. It primarily refers to tasks which are performed
while the process or mission is proceeding in a normal fashion. In this regime, the time
available presents little or no constraint on the actions that must be taken.
Therefore, single slip errors are considered to be the dominant ones in the Long/No time
dependent regime, and the guideline recommends that consideration be given to
maintaining human vigilance.

The main archetypes guidelines are reported in Table 1.
These archetype guidelines are independent of specific technological systems or

environments because they are based on general human behaviour when a man is called
on to perform a task. To be effective, each archetype guideline has to be applied to a
specific system operational scenario, to reduce or eliminate the well defined error to which
it is directed.

Table 1 - Archetype guidelines

SHORT TIME REGIME

Oiract Slngl* Action:
any task auigaed to the operator must
be single, clear, unumbiftiious, whole
from the perspective of both the
triggering stinulus and the required
response.

Nagllglbl* ImpionMntatlen Ttmo:
for any tasit tbe time required for the
response tobeenacted and to take crrcct
must either be negligible or must have
been prcviowsly accounted for or
substracted from the time availabfe.

MID-TIME REGIME

Chronological Tracking:
for multiple tracking S-R tasks which
must be pcrceived and/or perfunned
individually and for diagnostic task,
makemaximum useofthe timeavailable

' liyre>trBcking the perceived time tothe
actual chroRotogical time available.

Symptom Basod Aida:
for diagnostictasks introduccsymptom
based procedures or other aids which
efTectiveiy convert the diagnostic task
into a limited set ofS^R tasks.

METHODOLOGICAL APPROACH

LONG/NO TIME REGIME

Stereotypical Capture Prevention:
make task cues and response actions as
dilTerent as possible so that defects b
representation are less likely to lead to
inoorrect responses.

Spatial andHmaReversal Prsvention:
make the design siicfa that reversal oftbe
sequence of actions and the position
perspective of either cue devices or
response devices are irrelevant to task
performance.

vigilance and Skill Maintenance:
high dull levek and high attention levels
cannot be maintained over long period of
time and therefore proper
countermeasurcsand tralnisgproccdurcs
must be implemented.

In the early phases of a space Project, the task of the RAMS Engineering is to define
the requirements applicable to the system Architecture in order to prevent or control
hazardous or mission degradation situations.

In order to perform this activity systematically, two main analyses are developed: the
Hazard Analysis and the FMECA (Failure Mode Effects and Criticality Analysis) [4].

Even if the above techniques follow different approaches (FMECA bottom up.
Hazard Analysis top down), the RAMS Engineer identifies the Failure modes or die
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Hazard causes (Hardware failures, software failures, human errors) at the end of the
analysis process with the purpose of defining proper countermeasures.

To control the hardware orsoftware failure, specific techniques have been developed ^
(fault tolerant, inhibits etc.). The techniques applied until now to control human errors in
the space domain were generally focused on excluding human actions or avoiding human
error effects through inhibits but not on minimising human error probabili^. Only
reference to the general application of Human Factor design guidelines or training ^
program is usually made.

Therefore, Alenia Spazio proposes a methodology which provides a way of starting
from an identified potential error and a scenario and arriving at a set of specific n,
recommendations to the designer to reduce the likelihood of the error occurrence.

The application of the methodology requires the following inputs:

* the Safety/Operational Hazard Analyses or FMECA, from which it is possible to
identify human errors as foilure modes or hazard causes of a specific mission '
degradation or hazardous situation

• the paradigm for human error minimization

* the standards, requirements and guidelines already existing in the space and
non-space domains, having the objective to prevent or reduce human errors or
improve human performance [5], [6].

Once the human errors are identified from Hazard Analyses or FMECA, tiie
applicable archetype pidelines are selected taking into account the time regimes
applicable to the scenario under analysis.

The requirements or recommendations are generated by the tailoring of selected
archetypes to the particular scenario tiiat considers the Hardware and the Software
involved and the dynamic situation in which the human error is generated (i.e. '
contingency conditions, nominal operations etc.).

In performing this tailoring the existing Human Factors Guidelines and Standards are ^
al^ used. Typically, the HF guidelines are not linked to the RAMS Analysis but are
tailored to a specific subsystem based on Hardware/Environment characteristics or
Operational constraints.

With the present methodology the Human Factor Engineer selects from the existing
Standards and Guidelines the reconrunendations more suitable to the event (hazardous or
mission de^dation condition) under analysis. In this way the methodology takes the
analyst quickly to those guidelines which fit with the identified error-scenario ^
combination.

As a consequence, instead of having a Hardware!Environment oriented approach an
Event oriented approach is followed, tiiat can be integrated easily with the typical RAMS ^
Engineering methodology.

At the end of this process a set of recommendations resulting from the archetype
applications and HF contribution and applicable to the architecture of the Space System
under analysis are collected. The process followed to perform the proposed analysis H
method is shown in Fig. 2 (see following page).

In order to structure the analysis process, a format has been developed to collect all
the necessary information and the requirements generated. p

I ^
Fig. 3 (see following pages) shows the filled format and tiie application of the

methodology to a typical hazardous situation in manned space system in which the man is «
one of cause of the hazard.
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Figure 2 - Methodology flow
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This woik is the result of a preliminary study and other future research activities, to
cover the human errors systematically during the overall space project life cycle, are
certainly necessary.

The methodology is based mainly on the time costraints issues (time regimes).
Presently, considering the information available, it can be considered the more appropriate
to reduce the human error in particular situations (hazards etc.) as described in tiie paper.
The proposed approach represents an attempt to cover a missing brick in die overall
RAMS activities relevant to the minimization of the human errors. This method can
permit the identification ofadequate preventions/controls fi-om the early phases ofa space
project design, in which detailed operational procedures are not available and tiie trades to
decide tiie involvement of tiie man in some control or monitoring function are usually
performed.

Furthermore, the suggested way to proceed promotes an integration between the
Human Factors and RAMS Engineering activities witii the common objective to safeguard
tiie crew safety and/or themission of tiie Space System.

In following this approach, the human involvement in a predefined contingent
situation can now be analyzed in an integrated fashion witiiin tiie overall RAMS activity
with the advantages that the analyst is not required to have an in-depth knowledge of
psychology. em)r taxonomies, etc.
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HAZARD REPORT

HAZARD r4TFJM)BYt CATA&'rKUnuC

TlTLE: TOrALmi»«nmnninwsAFRnruMirs
StSneMt MANNED FKISSI nUTTn MOnULE

evcKT mscmrnoNi
UNWAKTEI) ACnVATtOK/l JiAKAnnOF MUUULb UKIKIUSI.XIZATIUN
valves IfADSTOUmOPKAniTAnir. I^NVIHUNMEKr.

loeKnncATioNCAUSBt
• DEFRESSUMZA'nONVALVCSSntlimmAI.FAnjUU!
• »WEItllMaENEitATESUKWANTmmMMAND
• BCPfL VALVES tMWANTtDATnVATmNnUF.TOeMUiMC

HAZARD CONTROLS

D| iBcaseofModttlcprtsurcdcvrciBceuoderaoffliiial
values, alum sicul to the crew fnia C&W tod
apprspiiat* saflog proctdurt shall b« futluwcd.

HUMAN ERROR MINIMKATION FORMAT

t.O Sfisea Systmm Typ*:
Maimnt Module aitarhrd m Spare Siatti-i

T.f An»tyti» R»f»nnc» (FUeCA, SHA, OHA^);
Xrsttni HtKord A nalyits

U Sc«n*flo DtcrtpUen:
Vte crew it imfivrtedbyait alarm ci^oh/Mflute Deprexsurotianm
mdpeiforms immediate rwruuricm (c> rear* a u^e cnmhunt.

U Human EfweModu:

Utaemtiom Ueiay

ZO Tim/hgknt:

Start Time B MediamTime Q LtngTUne •

3J0 Artimtyp* GutdmUim:
Direct Single Aetum

Xr AatfoA«f/orAre/Ml>pt6uM»tfn*Se/0e(<on;
The Cretehas a short time tnvihUe to perftemtlraetioitt
(alarm akMHiledteiwI and mnbite ewtutitm).

4.0 Human Error Avoidance Recommendations:

Alcrni Signals

• ammt ugrutt must he eampatihie with ourtU cneiraitmeni;

• acamstiealarm must be pcncivtd amct uadcmood Immediatelyand
UHitocaUy white performing aay kind ojactivity;

' signal to address the expaetedrmpatuc(t^g. instruction in signal,
acaustie alarm plus iwicraaaouneing eeacuatioii);

' unique Imstructian related to repoase (eeacuatiom), not to event
(deprassuritatian),

Evaevtilon

* Malniai* dear coeridor and withmobilityaids reachable
(to hate rreraxaUabU the escc^epath);

' escape direetinn muttbe clear imevery en rironmental condition
(e^. Enurgency Bgktsladlcatiag escapedirecAunand escape exit);

' erew member may not be restrained in Uw requiring more than
THDseconds for selfrelease;

' crewmember must not carry superjlous objects during eeacuation;
' crew member must not perform other attieisUs before evaeimtiua

(e.g.seftng. impliesthat alt safing muUhepossiblefrom outside);
* erewmember*must be trained on escapeprocedure until they know

howto perform it atitomaticalty and in theprescribed time.

Figure 3 - Application to a manned module
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INTRODUCTION

Los Alamos National Laboratory has performed a comprehensive probabilistic safety
assessment (PSA) that includes consideration of external events for the weapons-
production wastes stored in tank number 241-SY-lOl, commonly known as Tank 101-SY,
as configured in December 1992. This tank, which periodically releases ("burps") a
gaseous mixture ofhydrogen, nitrous oxide, ammonia, and nitrogen, was analy:^ b^ause
of public safety concerns associated with the potential for release of radioactive tank
contents should this gas mixture be ignited during one of the burps.

In an effort to mitigate tfie burping phenomenon, an experiment is underway in which
a large pump has been inserted into the tank to determine if pump-induced circulation of
the t^ contents will promote a slow, controlled release ofthe gases. This PSA for Tank
101-SY, which did not consider the pump experiment or fiituie tank-remediation activities,
involved three distinct tasks. Hrst, the accident sequenceanalysis identifiedand quantified
those potential accidents whose consequences result in tank material release. Second,
characteristics and release paths for the airborne and liquid radioactive source terms were
determined. Finally, the consequences, primarily onsite and offsite potential health effects
resulting from radionuclide release, were estimated, and overall risk curves were
constructed. An overview of each of these tasks and a summary of the overall results of the
analysis are presented in the following sections.

ACCIDENT-SEQUENCE FREQUENCIES

The accident-sequence analysis task started with a master logic diagram to identify the
potential initiating events, which then were grouped into the 11 categories given in Table 1.
These initiator groups included external events, such as earthquakes and airplane crashes,
and intemal events, such as gas releases (burps) and liquid lea^. Next, event trees, whose
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101-2 Table 1. Initiating event groups

CODE DESCRIPTION EXAMPLE CAUSAL EVENTS

FSB PriinaryTank Shell Breach Tank Shell Conosion
Drilling Contact with Tank
Excavati(m Contact with Tank

DB Tank Dome Breach Vehicle Overloads D(Mne
Water Overloads Dome
Heaw Load DroDoed over Dome

RVB Riser or Ventilation Line Breach Vehide Impactwith Above-GroundEquipment
Human Error. Tank Left Ooen

FBI Tank Exhaust HEPA Filter Breach Exhaust Filter Breach
Exhaust Filter Blockage

LOTV Loss of Primary Tank Ventilation Loss of Power to Vent Fan
Vent Fan Failure
Ventilation Inlet Blockaee

LOSP Loss of Tank Farm Offsite Power

WI Water Intrusion Event Tank Inundated by Transfer Spill
Tank Inundated by Raw Water Leak
Tank Inundated bv Heaw Predoitation

WT Waste Transfer New Waste Transfers from Other Facilities
Salt Well Transfers to Collector Tank
Liquid Transfers to 242-A Evaporator
Slurry Transfers from 242-A to DS Tank Storage

SEIS Seismic Event

AIRCRSH Aircraft Crash

BURP Bound Gas Release Waste Turnover

Seismic Event
Water Intrusion

branches represent chemical and nuclear phenomena, hardware responses, andemergency
operator responses, were constructed for the important initiating-event groups. After
tiator identification and event-tree construction, accident sequences were built by linking
the initiating event for a particular event-tree path with the events on that path. The
accident-sequences were linked in a manner thatallowed forevent-tree topdependencies to
be identified. Finally, the accident sequences were quantified using the RISKMiW code^
by combining initiating-event frequency estimates with the branch point probabilities, or
split fractions, for the occurrence of each event on the event-tree paths. Animportant
aspect of this process was quantification of the branch-point probabilities. Thiswas done
using a combination of taiJc farm historical operating databases and occurrence reports,
generic component/system failure data, and specific deterministic analyses forTank 101-
SY. All of this effort entailed considerable interaction with Westinghouse Hanford
Company (WHC) tank farm operations personnel, as well as analysts at Los Alamos and
WHCwhohad performed other relatedsafetyanalyses.

RELEASE SOURCE TERMS

The source-term characterization task involved identifying factors that influence the
magnitude andtiming of a radionucUde or toxic gas (ammonia) release, as wellas defining
release categories for accident-sequence grouping. Multiple deterministic analyses were
necessary for modeling material release mechanisms for the various accident sequences,
thereby providing estimates for the quantity of material and energy involved in each case.
Here again, considerable use was made of safety-related analyses performed by others.
Recent core-sample analyses for the contents of Tank 101-SY were used to characterize
the radionucUde composition of the source terms. To facilitate the comparison of high-
frequency/low-consequence accidents with low-frequency/high-consequence accidents and
to keep thenumber of calculations within a reasonable bound, thesequences were grouped
into 12release categories basedon the release pathway andradionucUde content (Table 2).
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Table 2. HTF PSA release category definition table

RELEASE

RADIONUCLIDE CATEGORY
fm

RE LEASE PATHWAY CONTENT CODE

To Atmosphere Through HEPA None TG

HEPA Bypassed Low BPL

HEPA Breached Low HEPAL

HEPA Breached High HEPAH

Dome Collapsed High DCH

Dome Collaosed Very Hifih (fire) DCVH

To Ground Subterranean Leak Small SLK

Subterranean Leak Large LLK

To Atmosphere Infiltration/Surface Spill Small SSP

Transfer Failure/Surface Spill Large LSP
m (NA 101-SY)

and Ground Dome Collapse + Small Leak High DCSLK

Dome CollaDse + Laree Leak High DCLLK

Excluding the possibility of an airplane crash, these analyses generally showed that air
borne releases are relatively small becauseof the lackof an energetic dispersal mechanism.

The potential liquid-pathway source terms were classified as small (< 5000gal.) or
large (>5000 gal.), with an upper bound based onboth historical tank farm experience and
the volume of leakable liquid currently contained in Tank 101-SY. For the purposes of
estimating consequences of liquid leaks, the scenario adopted was liquid travel in ground-
water to the Columbia River and delayed exposure of down-river populations viadrinl^g
water. This obviates the need to develop onsite exposure scenarios based on h^othetic^
assumptions about future land use. Even though the tank leaks may be large in terms of
contained curies, their health effects are less severe because many radioisotopes remain
bound to the soil in nonsoluble form, reaching the Columbia River only after a lengthy
delay time, during which most of the radioactivity decaysaway.

CONSEQUENCES OF RE3.EASES

The consequence analysis provided estimates of radiological and limited chemical
health risks for both onsite woikers and offsite residents via the airborne and groundwater
pathways. Because of the large onsite worker population in relatively close proximity to
the 200 West Tank Farm Area (the location of. Tank 101-SY), the airborne dose
consequences to this group also were included. The airborne-transport population doses
were calculated with AP-RISK,2 a computercoderecently developed at Los Alamos for
calculating doseconsequences resulting from waste tank accidents. It is based on an inte
grated Gaussian puffmodel and includes features for treating large pardcle settling, as well
as modeling discrete population clumps—both refinements needed for the onsite popula
tion groups. Thecode calculates a complete conditional dose distribution function based
on a matrix of 576 meteorological conditionsof windspeed, direction, and stabilityclass.
Plume-risemodeling was included in those casesinvolving a fire. This result,in combina
tion with the source-term magnitude and distribution, defined the airborne consequences
for a particular accident scenario.

The offsite liquid doses were estimated with a modified version ofRESRAD,^ a code
developed for planning cleanup and remediation activities by Argonne National Laboratory
underDOE sponsorship. In performing the liquid pathway transport analysis, a variety of
water infiltration rates were considered that covered the range from current arid climate
conditions to a possible future shift to a muchwetter climate. Measured properties for the
soil layers underlying the 200West Area were used in the calculations. Theconclusion
from the andysis was tiiat the river-integrated population doses are independent of the
infiltration rate, primarily because the dose is dominated by the isotopes ^^Tc and ^^^I,
which both move with the groundwaterand havevery long half-lives, so they do not decay
appreciably during the transport delay time to reach the river. The shorter half-life ^^Sr
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jQj _4 and are retained more readily in the soils, so they have decayed by the time they
reach the river. Although theyhave long half-lives, the transuranic are retained in the soil
and are delayed so long that they do not appe^ at the river for more than 10,000 yr. Doses
occurring this far in the future have not b^n included in the PSA consequence analysis.

OVERALL RISK RESULTS

The final results of the risk analysis are the unconditional risk curves, which present
the relationship between the frequency of occurrence of the radionuclide release categories
(given in Table 2) and the level of damage (radiological doses) caused by the release.
Figures 1 and 2 present the mean composite risk curves for onsite and offsite airborne
exposures, respectively. The contributions of each of the release categories to the com
posite curve also are shown. Even though hundreds ofaccident ^uences were quantified,
the burp/bum-initiated sequences emerged as the highestcontributors to the risk. These
accident sequences begin when the hydrogen released by a burp ignites because of the
presence of a ventilation system ignition source. The resulting bum then propagates back
into the tank, causing pressure loads that are sufficient to cause confinement failure, such
as high-efficiency-particulate-air filter failure. A portion of the tank contents then is
released directly into the environment and dispersed downwind. Although other sequences
are more probable (such as a burp without bum, which releases ammonia gas), they result
in essentially no health or environmentaleffects. Other sequences, such as those initiated
by an airplane crash, have more serious consequences, but they are much less likely.
Natural phenomena, such as earthquakes, high winds, ashfall, etc., did not prove to be
significant risk contributors.

The mean risk (summation of the product of frequencies and consequences for all
release categories) represented by the onsite and offsite curves presented in the two figures
are 1.5 person-rem/yr [7.5 x 10"^ additional latent cancer fatalities (LCFs)] and20person-
rem/yr (0.01 additional LCFs). This is approximately 3 orders of magnitude below the
heal& effects resulting from natural background radiation. Clearly, the onsite and offsite
individual ri^s are substantially below the DOE safety goals, even using 95th percentile
results.

The risk curve for the liquid-pathway doses is presented in Fig. 3. For an infiltration
rate of 0.2 cm/yr, which corresponds to current climatic conditions, the time to reach the
Columbia River is about 2000 yr, and the total dose exposure is accumulated over a time of
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^ about 300 yr after radionuclides reach the river. The additional LCF corresponding to this
exposure is 2.5 x 10"^.

The conclusions from this PSA for Tank 101-SY may not be valid for other high-level
waste tanks, which may have different chemical or radionuclide source terms, or for the
whole waste tank farm complex, where common-cause failures, such as earthquakes, may
be important However, the principal consequences of any Tank 101-SY severe accident
would be environmental, programmatic, and economic costs. For example, a large leak
from Tank 101-SY would be perceived as a significant environmental insult and probably
require anexpenditure of tens of millions of dollars forcontainment, clean-up, anddisposal ^
operations. Furthermore, alternative storage and other remediation activities, such as
construction of a replacement tank for Tank 101-SY, would be viewed suspiciously by the
public. Likewise, a Tank 101-SY burp/bum accident, even with limited health effects,
would reduce public confidence and jeopardize future remediation efforts. n

It is clear that a comprehensive safety analysis is necessary before the initiation of any
major project. Such an analysis should quantify risk from past and future operations and
compliance, compare remediation effects with the costs and risk associated with continued ^
short- and long-term operations, and evaluate the benefit of proposed remediation work. ^
The results from such analyses will maximize DOE's ability to make long-term decisions
regarding operations at the Hanford high-level waste tank farm.

A complete, detailed description of the methodologies and results for this study is n
given in Ref. 4.
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DEVELOPMENT OF THE FIRE RISK ANALYSIS METHODOLOGY
FOR NUCLEAR POWER PLANTS

Takeshi MATSUOKA', Keiko MIYAZAKI', and Masaaki KONDO^

'Sj^tems Engineering Division, Ship Research Institute, Ministry ofTransport
6-38-1, Shii&awa, \fltaka, Tokyo, 181 Japan
Ri^ Analysis Laboratory, Jq>an Atomic Energy Research Institute
Tokai-mura, Naka-gun, Ibaraki-ken, Japan

2

INTRODUCTION

It has been found out from the plant operating experience that typical nuclear
power plants would have three or four significant fires over their operating Ufetime. Hie
ra»nt study has shown that the mean values of core damage frequenqr due to fire were
round ^ to be comparable or greater than those due to internal events. For example
1.1x10- Aeactor •ye^ for Surry plant, and 2.0xl0''Aeactor •year for Peach Bottom plant

NI^G-1150 report. So it is required to develop a fire risk^ysismethodology which gives the comparably credible results with those ofthe analysis
tor internal event, and does notmake anover-conservative estimation.

i- Research Institute and the Japan Atomic Energy Research Institute haveperformed ^omt research to establish afire risk analysis methodology since 1989. This

^e^pk pl^r*'"" ^ analysis and the brief results of the analysis for a

FIRERISKANALYSIS METHODOLOGY

The fire risk analysis should evaluate the potential contributions to risk of fires
m^here mnuclear p^erplant. We have formulated the procedure of fire risk analysis
Idmri^rin ^ pnncipal steps in this procedure; Plant familiarization,Iden^cauon and screening of fire areas. Evaluation of safe shutdown probability. Fire

Plant Familiarization

Hie to md most important step of the analysis is plant familianV^ri^n xhe
graeral location of components of the principal plant systems could be identified from the

<ta\mgs. Aplant visit k made to obtain the more detailed information
as the location ofcables, doors, bameis and penetrations. Also the actual situation of

fire protection systems and fire fighting procedures arc confirmed on aplant visit

Vn T. MATSUokA
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j PLANT FAMILIARIZATION

\ MAJOR PLANT FIRE AREAS

EVALUATE SAFE SHUTDOWN]
PROBABILITY |

FIRE HAZARD ANALYSIS

I FIRESUPPRESSION ANALYSI^-r-

fRBEVm^
iOCCURRENCE FREQUENCY ?

I IDENTIFY INimmG EVENT I

I CONSTRUCT EVENT TREE

SYSTEM REUABIUTY ANALYSIS

j SELECT ACCIDENT SEQUENCES
'̂Vi'V'fififMvyir^wwvww^WiArinfwmfinmAmuMinnnnnfinnnrnr

IEVALUATE RSCOVEBY ACVONS
^•^••"••'••••••^•••^••••r''ri'i^riirrrrnAnrinjvwTnnnnrumriAaaanmi;

I CORE DAMAGE FREQUENCY

UNCERTAINTY ANALYSIS

IDENTIFY FIRE AREAS

SELECT HREAREAS BASED ON
THE EQUIPMENTS IN THE RREAREA

ESTIMATE FIRE
OCCURRENCE FREQUENCY

IDENTIFY FIRE SCENARIO

SIMPUFIED METHOD (LOOK-UP TABLE)

COMPBRN ANALYSIS

AUTOMATIC SUPPRESSION

MANUAL SUPPRESSION

Figure 1. Procedure offire risk analysis.

Identification and Screening ofFire Areas

The plantis broken down into fire aress bounded hv o tn *»«. j r* i.
For one hour lated fire barriers, it is evaluatX^to
maximum combustible loading and automatic fire suppression system inside the c*
areas ha^ no opening ^d must be completely sunounded by fire barriers

The fire occurrence firequency for all the remaining fire area is estimated ««
^uclear i»wer plant fire data' compiled by the EPW. Fne areas which fiie occurrence

quency kless than 1x10 /area •year are screened out ftom further evaluation.

r, hATSfJOkA
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Evaluation ofSafe Shutdown Probability

^ assumed that all equipments and cables within afire aiea are damaged and losttheir foncfaons. For each fire area, select the most probable initiating event, and evaluate
the safe s^tdown probabiHty by utilizing an event tree developed in the internal event

tlie event tree and the feult trees are modified with the condition the components
mAe fire ^a are damaged and inoperable. In this case, the safe shutdown m^s the
reactorcould be conducted to the cold shutdown state.

If the product of fire occurrence frequency (F,) and the failure probability of safe
shutdown(Pa,) is less than IxlO^/area •year then the fire area can be screened out from
further evaluation.

Fire Hazard and Fire Suppression Analyses

First, identify some conservative fire scenarios for each fire area by considering the
^ of ^ source (large/ piall), the kind of fire sources (cable fire/ control panel fire/
^ent combustible matenals^...) and so on. Next, it is evaluated whether equipments in
the ^a ^ damaged or not by the look-up tables in the FIVE methodology". In Ae FIVE
mettodology, the fire sources are treated as point source fires. If it requires more detailed
analysis, afire progression analysis is performed by the COMPBRN HI or Hie code

If the equipments are evaluated to be damaged by afire, it is necessary to estimate
the success probability of fire suppression prior to equipment damage. For automatic
suppression systems, the fire suppression probability is deduced from the probability of
autoiMtic suppression systems being available which is estimated based on a generic
industnal data base. For manual fire suppression, the success probability is estimated from
the fire supp^ion model proposed by Siu et al.,' or the cumulative curves of fire

deduced from the nuclear power plant fire incident data. Tlie total
^ suppression (P^ is obtained from the product of the feilureprobabihhes by automatic suppression and by manual suppression (P ).

be screened^om"^^™^"^ ^damaged in the most conservative fire scenarioTthe fire area can
Re-£yaluation ofFire Occurrence Frequency

occu^ce fi^uency(P,) is estimated for each specific fire condition
^ the fire hazard and fire supp^ion analysis. Apartitioning

• u u example, it is considered the ftaction of fire zone to the total roomarea, mwhich the target equipments are damaged by a fire.

k f ^ IxlO^/area •year then the fire conditionIS screened out from further evaluation.

Evaluation ofCore Damage Frequency

After performmg the above screening analyses, the evaluation of core Hamap>
^ The anriysis steps are ahnost the same asinstruction ofevent systeS'rdSty°L^ysJtite S^eL^TaSe^^mc '̂

The event trees and fault trees are constructed based on tiiose for mtemal event
analysis with considering firecondition.

. occurrence frequency ofaccident sequence is less than lxlO"®Aeactor • vear
screened out. Hie summation of the occurrence frequency of the

due to fire .^ents in

• '̂7 T, MATSUOkA
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SAMPLE PLANT ANALYSIS

nic &e risk analysis methodology presented here was applied to the analysis for a
BWR type sample plant. The structure and physical arrangements ofthe sample plant were
constructed based on the open documents

Identification andScreening ofFireAreas

nie sample plant was divided into 145 fire areas, and 99 foe areas were screened
out because of containing no component related to the plant operation or any safety system,
or the fire occurrence frequency being less than lxlO-*/area • year.

Evaluation ofSafe Shutdown Probability

In t^ step, almost aU the fire area were screened out because of the product of fire
occuronce frequency (F,) and the feilure probability of safe shutdownCPjj,) being less than
lxl(r/area •year. Only two fire areas, control room and switchgear room, were
as the areas mwhich fires might significantly contribute to acore Hamag^ frequency.
Blre Hazard and Fire Suppression Analyses

For the control room, we assumed there would be no fire incident produced by
tr^ient combustibles, based on the information obtained on a plant visit. So self-icnited
cables mcontrol panels were identified as potential fire sources. In this case, the sSwss
probabihty of fire suppression prior to equipment damage was necessarily presumed zero

For switchgear room, three fire scenarios were assumed as follows.
(1) ^ Murce is transientrombustible material (heptane) located on the floor in the center

rfs^hge^room. The fuel size is 3x3m^with 0.1m thickness, that is 630 ke-weieht
hquid fiieL TOe volume of ttie room is SZOml The target is electrical cables located

/'i\ switchgear cabinets. The damage temperature was assumed as 370°C(2) Same asscenario (1), but with the 0.5x0JxO.lm^ fuel size.

S ^n setf-ignited electrical cable inside aelectrical distribution panel
KS'uto'Sd cables attached to Sie top of

A . ^ (1)'evaluated, from the look-up tables presented in the FIVE thatimmediately after the fire ignition. -Ilien, the Access
probability of fire suppression prior to cable damage was presumed zero

predicted as about 80 minutes,"which was so long
'n>«>f>eP^was estimated as 5x10^ from the unavailabili^of automatic fire oppression system. He feilure probability of manual <aippr>cc{,^n fp ^

^ elated as 03 by an engineering judgement in which the fire suppression model, t&
cumulative curves of fire suppression time, and flie information from a plant personnel

probability offire suppression was presumed zero. '

Re-£yaliiation ofFire Occurrence Frequency

scenarioswitchgear room was re-evaluated for each firescenario assumed m the previous step.
Tie total fire occurrence frequenqr in die switchgw room was be

Vt T. MAlSUOkA
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7.5x10 Varea •year in the step of the screening of fire areas. The ratio between cable fires
and hept^e in the switchgear room was assumed to be equal to the ratio between
non-qualm^ cable &es and transient combustible fires in awhole plant. Therefore the
occurrence frequencies ofcable and heptane fires in the switchgear room were estimated to
be 6.2x10-®/area •year and 1.3xlO-Varea •year, respectively (Figure 2.).
w ^ as^ed that the size of fire source depended on the fire duration time.We defined the I^ge f^ as one of which duration time was more than 30 minutes, and the

® ^ incident data" indicates that the fraction of fires with morethan 30 mmutes is 37.5%. The occurrence frequency of heptane fire was divided into the
frequencies for small and large fires. Hiey were estimated to be 8.1x10^/area •year for
small fires and 4.9xl0"*/area •year for large fires, as shown in Figure 2.

FIREINCIDENT DATA

Others

Fire Occurrence Frequency
tnSwitchgearRoom

7.5x10*^^aeiB'year

area year

Transient
Combustible Fires

Apply the Ratio

More than
30 minutes

Non-qualifiedCable
Fires

Apply the Ratio

Less than30 minutes

Large Rrei;
4.9x10 /area<year

Heptane Fires
1.3x10* /area-year

.Small Fire

^ O'̂ /area-year

F®ire2.Panitioiiiiig mettiod for re-evaluation affiie occunence fieqoency in swilchgearroom.

Th,. '''f «>nsidered only the cable foes in control panelsof function panels such as main Ltrolpmel, ECra control pmel. The fire occurrence frequency for each panel was hv
Mmg partitionmg method compnsed of rationing the area of panels as shown in Figure 3
It was found out that the two largest fire occurrence frequencies were 3.9xl0^/panel •year
for the aralia^ control panel and ilxlO^/^el •year for the main control panel

Core damage frequency for each fire condition was evaluated by usine the fireo«^n« fre^en^ re-evaluated above, and the safe shutdown and L s^sta^
^babilmes. Two fire conditions were survived because of their cote damage frequency

Ae^or •year. TTjese are the distribution panel fire in the switchgear
reS.2L'SSS;Si?^ ^ -''̂ ^ons ®ere

T nATS(/olcA
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ECCS Panel RCIC Panel

mzm

Tatal Control Panel Area = 53.9 m

n

10.0 m'

Control Room Panel Fire
9.5x10'^/area'vear

Main Control
Panel

12.8 1

3.9x10 /panel<year^

21.6m

1.8x10'̂ /panel •year

1.8x10^/panel«year

2.1 Xl 0"^/paneNyear

Auxiliary
Control
Panel

Bfenre 3. Paifliioiiiiig method for le-evaluation of fire ocaitrence fiequency in control room.

Evaluation ofCore Damage Frequency

I~,c f ^ ^nsideied that the distribution panel fire in the switchgear room would lead toloss of offiirte power. TTie LOS? initiated event tree developld in MiZl event
ai^ysis"' was used wthout any modification for this fire condition! because te^tv

fire, the followmg assumptioiis were made in. this analysis.
(1) Iterators would manuaUy scram whenever fire occurr^ in acontrol room

moperationkeep theirfimctions, but standby components for emergency
(3) Mediately after the igmti<m of the ECCS panel, systems controlled from this panel

^me unable to s^ ftat is, the ECCSs are unavailable. TTie foUowing equipments
would remain operable: Safety relief valve for pressure control FW and fnr hirri,
pressure injection, and PCS for residual heat reLvah ' FW and RQC for high

(yeratois to recover the malfunctioned systems or to take abackup from the remote scram panel as well as the main control room panel.
Consequently, it was found that the following were the three dominant

m occurrence frequency ofmore than IxlO^/reactor •yearŜerfSdie°eCJo«.

T. M>\TS(;OKA
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CONCLUDING REMARKS

"®'' ®"®'ys's methodology developed by the jointKseaich of tte Ship Re^ch Institute and the Japan Atomic Energy Research Tn«ritiif>.

rt^TI, T" <='>^«eristics of the methodology presented in this paper are as foUows
E^SodJlST"® ae areas are systematicaUy ananged based on

^ fe oc^ncefrequency is perfonned for each fire scenario by
code®^ppUcabte r^se^S!® P"'BrcssUm analyses by the COMPBRN

t«^T^ ? ^ ^ foUowing matters were also examined.Wpe damaging effects ofsmoke on high voltage equipment.
(b)]^ reie^e from apaper stack placed in the control room.

^ fire propagation to adjacent compartmentWThe effects of combustion ofpaint on walls and ceiling.
/t\ Tf • ^ execution of the fire risk analysis, the following findings were extracted

'®''®^®'°P®®®°'««»'isticmodeloranalysis technique forfiresuppression
COMPBRN HI code ,0 be more transparent for users, that

/iii«. assumption used mthe code could be more clearly described.(Ill)lt IS dso desirable to improve the COMPBRN IE code to be applicable to evaluate the
propagation to adjacent compartments.

"{'S'̂ undant systems into different compartments is effective to keen
ftequency low with the assumption ofasingle room fire
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A Methodology for Quantifying Fire Risk On-Board Spacecraft

K.R. Paxton, F. Issacci, G. Apostolakis and 1. Catton

Mechanical, Aerospace and Nuclear Engineering
University of California
Los Angeles, CA 90024-1597

ABSTRACT

Pastapplications of fire risk assessments to nuclear powerplants have only been concerned
with the thermal threat. The detection process was treated using empirical data and was thus
independent of the damage process. The closed environment of a spacecraft makes the
assumptions of onlya thermal threat and theindependence of thedamage and detection processes
inappropriate. A revised methodology thatincorporates multiple modes to damage anddetection
is presented in this paper. The new methodology is meant to be based on multiple phenomena-
based models that describe the concentration of the damage- and detection-causing elements.
This new methodology is not meant tobelimited tospacecraft application. It can beused inany
situation where multiple modes of damage and/or detection need to be addressed, for example,
the assessment of heat and smoke effects on a nuclear-power plant.

INTRODUCTION

The launching of human-crewed spacecraft for long periods of time, such as the Space
Station Freedom, willusher in a new dawn of space exploration andexperimentation. Therewill
be many new scientific and commercial activities aboard these spacecraft during the greatiy
extended mission life. These new activities can increase the safety hazards, foremost of which
is the risk of fire.' A spacecraft fire is especially dangerous due to the combination of heat
release, weakening of spacecraft structures, release of toxic gases, and possible long term
damage to electrical equipment from contamination by airborne fire and suppression products.^
Probabilistic Safety Assessment (PSA) can be a usefiil tool to identify the major tiireats so that
steps may be taken to mitigate their contribution to the total risk.^ However, in order to
quantify the PSA, a revised methodology is required. This new methodology must deal with
multiple modes for damage and detection to occur. A complete PSA will help to improve the
safety of spacecraft.
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The probability that a critical component or the crew is damaged can be derived by
modeling thedamage and detection/suppression processes as competing in time. Thefrequency
that the damage time is less than the detection/suppression time is the probability of damage.
Normally, only the thermal threat has been assessed in previous applications to nuclear-power
plants. There are multiple threats due to a fire aboard spacecraft. Smoke and toxic fumes pose
a threat to the astronauts since there is no egress. Smoke and corrosive gases pose a threat to
the sensitive electronic components.^*^ These are in addition to the threat of thermal damage to
the spacecraft and crew. It is important to note that both the fire and the suppression processes
can be a threat to the spacecraft and the crew. If too much carbon dioxide is released into the
environment, the crew will not be able to survive without some type of safety breathing
apparatus. Another possible scenario is an undetected wireoverload in a remote location. The
released toxicgases couldpoison a crew member before the threatis identified. A thirdscenario
is that thecorrosive gases condense on some critical component's circuitry and subsequently fail
the system, possibly resulting in severe consequences. Detection can occur by either a smoke,
thermal, or gas detector alarming. There is also the possibility that an astronaut will see some
smoke or smell some of the fumes. Even if the astronaut discovers one of these fire signatures,
the source may not be evident, thus action may be delayed. In general, the lack of egress and
the delicate nature of the circuitry on-board spacecraft requires a new approach to the risk
assessment to incorporate the four modes of damage (heat, smoke, toxins and corrosives) and
possibly three modes of detection (smoke, heat and gases).

It would appear that in order to quantify the probability of damage, seven damage or
detection processes would have to be mc^eled as competing in time. The methodology ofhow
to deal with these multiplemodes is discussed in this paper. The methodology is not limited to
spacecraft application; it may also be applied to terrestrial situations. Science is folding that the
smoke production during a foe is a serious problem on earth. This methodology is required so
that this threat can be incorporated into the terrestrial safety assessments.

n

TERRESTRIAL PSA METHODOLOGY

Within any complex industrial plant, there are many different foe scenarios that can lead
to severe damage. To find the total risk due to foe, it is necessary to sum the contribution from
each scenario. The risk from a single scenario may be quantified as follows®:

^severe damage ~ Qk[j Qsj).|k,j H

>^«vcn: d^c Frequency of severe damage
Frequency of class j foes (the class is determined by the ^
initial severity and location)

Qic|j Fraction of class j foes that lead to damage of the critical system
Qs.D.|kj Fraction of class j foes leading to damage of the system that cause severe

damage
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As mentioned above, thegeneral approach is to model thedamage anddetection/suppression
processes as competing in time. The frequency that the damage time is less than the
detection/suppression timeis the probability of damage. Mathematically, can be described
by:'

QkU =PrJVTc Ifire) (2)

Pr{TD <TcIfire} Probability that the damage time is less than the control time given
there is a fire

Td Damage time (time for the fire to damage tiie component)
Tc Control time (elapsed time from initiation until the fire is under control)

For the assessment of the control time, the fire does not have to be extinguished, just
controlled to the point where it cannot do any more harm. If we view the damage and control
as two processes competing in time, then equation (2) simply states that the probability of

^ damage is the probability or frequency that the damage process wins the competition. Note that
in the references, the damage and control times are referred to as the growth, Tq, and hazard
times, Th, respectively.

The control time may be broken down into smaller time steps.

T(. = VT^+T.+T, (3)

• t

Tf Time for fire "signature" to reach detectable level at tiie detector
^ Td Detector response time

Te Elapsed time to initiate suppression from the time of detection
T, Suppression time

This form for Tc furtiier emphasizes that the control time is composed of the times required
for detection of the fire, suppression to be initiated, and for the suppression effort to bring the

^ fire under control. The time for suppression to be initiatedmay seem inconsequential, however
it may not be. The fire may be detected by a smokedetector, but someone might be sent to the
area to corroborate the detector. Another possibility may be that the fire is detected, but the
optimal suppression effort is unknown, and thus action is delayed.

I In power plant applications, the damage time may be quantified using a computer model
suchas COMPBRN.^ This codecombines many different models of fire phenomena to calculate
the damage time. The code predicts a unique time until damage, given a set of inputs.
However, there are large uncertainties associated with the input parameters. Typically, many
different realistic combinations of the input parameters are tested and a distribution of the growth

^ time is developed. This can tiien be used in conjunction wiUi the control time distribution to
find the fraction of fires tiiat damage the k^ component.
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The control time is treated as a random variable whose distribution is derived from data of
past events. Precise data are usually easy to work with, however, there isvery little precise data ^
on detection because people usually only know when a detector signals and not when the fire
began. Usually the detection data are given by some bounds or a distribution. These various
forms ofdata are combined together using Bayes' theorem. Adistribution of the control time ^
is thus obtained. For more information on the method and some example data, see Siu.®

Once distributions for the damage time and the control time are developed, then the
probability of damage can be evaluated. A control time and a damage time are randomly ^
selected from the respective distributions. The frequency that the damage time is smaller than
the control time is the probability of damage. One fault with this technique is that it assumes
that the damage modes and the control modes are indq)endentof each other, when in fact they „
are both dependent on the same fire event. This deficiency is remedied in the proposed
methodology.

SPACECRAFT PSA METHODOLOGY

Only the thermal threat has typically been assessed in previous applications to nuclear-
power plants, while aboard spacecr^, there are many threats due to the lack ofegress and the
sensitivity of the electronics to corrosives. The above analysis for determining the fraction of ^
fires that damage a component depends on developed models and detection time data. For
microgravity application, there is very little in the way of appropriate modelsand/or data. The
current experimental goal is to develop the phenomena-bas^ models for assessing Qcij. These
models will give the concentration of the different species (heat, smoke, toxins and corrosives)
as a function of time and space. These modelsalong with knowledge concerning the resistivity
of the astronauts and the components to the various species can be utilized to calculate the time
to damage. The time to detection will simply be the time for the smoke to reach a detectable
level at the detector.

Wire shorts or component overloads have been the most frequent fire or fire initiators p-i
aboard the Space Shuttle.' Thus it is necessary to examine the pyrolysis of the wire in real
application scenarios. This is the subject of the current modeling investigation, however the
newly developed approach to quantifying the risk is applicable to any fire event, be it fiaming
or smoldering.

In order to simplify the problem, the fire event is broken down into three processes. These
can be described as the source of the damage causing element, the associated transmit process rt
and the deposition or attenuation process. Since the microgravity test is limited in time (2.2 ^
seconds), the emphasis has been on quantifying the source. The general modeling approach is
to characterize the release of the four damage-causing elements as a function of the ohmic
heating and thendefinethe subsequent transport andattenuation.^^ " This leadsto concentration
models as a function of space and time, which will be used to calculate the control and damage
times for each mode.^^-" The experiment results of the temperature response and mass
consumption havebeen published, along with thesmoke production^^ and morphologyresults.
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Since only one mode is required for damage or detection, the damage or detection time is simply
the minimum of the respective times from the multiple modes, i.e.,

Tjj ~ minsmok©* taxfais* coir.J

= niin{TQjj^, "^C, smoke* tnrfaa }

Note that for each set of input parameters there is a unique control and damage time
corresponding to each mode. However, there is uncertainty in the input parameters, i.e. there
is uncertainty in the event location, initial overload current, air flow rates, etc. In order to deal
with these uncertainties, a Monte Carlo simulation can be conducted using Equation (2) ^d
parameter distributions. For each pass, aunique set of parameters is pick^ from the respective
distribution. It is then determined ifdamage occurs or does not occur. This is repeated tocover
the ranges of the parameter distributions. This technique forces the control and damage times
to be dependent on the same fire event for each pass of the simulation. The characteristics of
the fire event are being varied in order to cover the uncertainties in position, current, etc. In
previous PSA's, the control time was assigned a distribution that was independent of the fire
physics, such as the actual amount of smoke produced. With this new approach, this assumption
of independence ceases to exist. The simulation will output a distribution of the frequency of
damage. Itis important to realize that the distribution is not based on stochastic means, but only
on the associated uncertainty of the input parameters.

CONCLUSIONS

"V- ^ overview ofthe assessment methods for fire risk in terrestrial applications has been
presented. This methodology is limited in that itis only concerned with the thermal threat and
it treats the damage and detection processes as being independent events. These assumptions

^ are inappropriate for application to a fire risk assessment aboard spacecraft. Due to the closed
environment of the spacecraft, there are multiple threats to the spacecraft and its crew. A
revised methodology to incorporate these multiple threats has been presented. Due to the lack
ofhistorical data, both the damage and detection processes are to be modeled. This forces the
two processes to be dependent on the same fire event instead of being treated as independent
events as done in the simpler terrestrial methodology. This revised methodology, while more
complex, is more realistic. It should not be limited to spacecraft application, but should be
incorporated into all fire-type risk assessment so that the multiple modes to damage and detection
can be addressed.
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WHERE DO WE GO FROM HERE IN U.S. NUCLEAR SAFETY REGULATION?

Vojin Joksimovich

Accident Prevention Group
16980 Via Tazon, Suite 110
San Diego, CA 92127

INTRODUCTION

This papercontains excepts from theAPG's Report#28 (Joksimovich, 1993) which was presented
to the NRC Staff, ACRS, included into the NRCs Regulatory Review Group Report and presented to
many nuclear utilities.

Theprinciple objeaives of the report were to: a) Share the concerns about the uncompetitive
state of the nuclearindustryand b) to searchfor solutions. The uncompetitive generation costsof the bulk
of the nuclear power plantsare bestillustrated byEPRI (Rahn, 1993).

A HISTORICAL PERSPECTIVE

The industry worldwide has been preoccupied with the hardware (machine), QA/QC and
engineering aspects (assurance of machine), almost to the point ofobsession. Asa good illustration, in the
aftermath of the TMI accident, which was not so much with the hardware as with how the hardware was
employed or not employed, thousands of hardware changes were proposed and many, of peripheral and
even irrelevant public risk reduction impact, were implemented, costing the rate payers billions of dollars.
One of the conclusions of the Kemeny report (Kemeny, 1979) was that the fiindamental problems were
people-related problems and not equipment problems. The TMI action plan even applied to HTGRs.

^ Nuclear safety expertise was pretty much equated with knowledge ofstructures, swtems and components.

Although the landmark Reactor Safety Study (RSS) or WASH 1400 was completed in 1975 and
m unambiguously demonstrated that the bulk of risks associated with operation of nuclear power plants

(NPPs) were associated with severe accidents, i.e., beyond design basis, a regulatory emphasis on severe
accidents was painfully slow to phase in. Until TMI, the findings of thestudy were practically dismissed by

^ the NRC Even in the aftermath of TMI, plant-specific PRA studies were only requested for high
population sites in order to establish risk significance of some exotic hardware solutions such as core
ladles. The utility industry embraced PRAs primarily in order to contest such non-meritorious, expensive
backfits, which would haveshut down many plants, and certainly the Big Rock Point (BRP). PRA Study
(Blanchard, 1985) presents a remarkable display of rationality and transparency, for uses of PRA in the
regulatory process. Theplant continues to run, and it isplanned to run through theyear 2000. TheNRC*s
severe accident policy was not promulgated until 1985 and the generic letter for plant-specific PRAs or
IPEs was not issued until 1988.

Despite the fact that NPPs now generate in excess of 20% of the nation's electricity, and despite
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thefaa thatPRAisnow a mature discipline (with accompanying abuses, ofcourse), we have not been able
tosufficiently factor risk perspeaives either into nuclear regulation or NPP operations. The industry has
not coordinated a concerted effort. Rredrills and immediate "provide what 1want to prove" approaches
result in replication rather than collaboration. The 'compliance mindset" coupled with PRA experts
oversell of PRA capabilities, in particular when it comes to validity of bottom line values, resulted in a
stalemate.

Asmooth transition from traditional design and construaion aaivities tooperations has not been
made yeL As David Ward haseloquently stated, "When there is a disconnect between what is needed and
what we know how todo, the latter wins. Aman with a hainmer sees eveiything as a nail." (Ward. 1992).

Plant operations have to be seen as a collection of systems, human actions and process
requirements in ahighly interactive mode, as opposed to individual rule compliance's or non compliance's.
Ma^g this, what appears to be a revolutionary change from binaiy (OK-Not OK) compliance thinking to
a highly interactive systems performance perspective, and its associated reduaion in variability's seems to
betheunderlying cultural hurdle the nuclear industry must overcome.

APerspective on Status ofNuclearSafety

One can safely state that there is a general consensus amongst nuclear safety experts that there is
more than sufficient hardware in existing NPPs. The plants are well designed to withstand natural
phenomena such as eanhquakes. In fact, they are over-designed. The Shoreham study (Shoreham, 1985)
discovered that, with the exception ofceramic insulators, beyond the control of aNPP, the first component ^
to fail required an earthquake four times safe shutdown earthquake (SSE). Fire proteaion despite recent
thermo lag issue, but in view of Appendix Rattention, is adequate. All in all, the existing hardware is good
enough suggesting that hardware freeze is appropriate Only marginal funher gains could be made in this
area, despite apparent imbalances inthe design. Any appreciable gains can only be achieved with advanced
designs like ALWRs and HTGRs. Many PRAs/IPEs corroborate this conclusion. Of course, this may not
be necessarily true for every single plant in the country, but the existing IPE process should reveal inajor
outstanding design inadequacies. ^

Since TMI, readiness ofoperating crews to respond to complex accident scenarios has been greatly
enhanced. Simulator training and emergency operating procedures are probably the most instrumental in H
this success story. However, there is no room for complacency and more needs to be done, not in terms of
quantity, butquality of training. Current training demands areexcessive. Thesimulator offers much more
before itreaches its full potential. ^

The measurement techniques developed and applied in EPRI funded projects such as Operator
Reliability (ORE) (EPRI NP-6937,1990) and other projects contain apotential for answering conclusively
fundamental safety questions regarding operator readiness, training effectiveness; optimal crew ***
imposition oncase-by-case basis tosafely manage the plant, etc. Regretfully, institutional obstacles and
inenia associated with reluctance to accept measurements rather than educated guesses, have thus far
prevented wider use of these techniques for both training and PRA/IPE applications. As a result, ^
PRAs/IPEs typically employ generic operator action guesses rather than the simulator data. Paradoxically,
ORE style data collection has been completed at the PAKS WER simulator in Hungary, and is being
interpreted for use in the PAKS PRA.

What is not good enough is our understanding ofplant operations and operational risks. We are
reluctant to apply plant operational risk models capable ofsimulating NPP risks vs. time, despite existence
of the basic technology (Vesely, 1993). The models that we do have show that core damage frequencies
(CDF) can undergo large changes over time due lo changing plant hardware configurations. Most
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dramatically, there appears to be astrong correlation between many high risk configurations and precursor
events (Vesely, 1992). The drifts in CDF attributable to human reliability and organizational factors
considerations are not even modeled yet. On the other hand, we are aware that essentially a single
competent and committed individual in an executive position can make a vast difference in fostering a
safety culture, asexemplified at Turkey Point (O'Neill, 1992).

Thebottom lineis thatour understanding of thesafety culture, not to mention the nuclear risk culture is
iiiade(}uate. Hiis should be examined using perspectives derived from analyses ofcatastrophic accidents
(such as Chernobyl, Bhopal, Challenger, Amoco Cadiz, Piper Alpha, Exxon Valdez), which show that these
accidents may be characterized by four broad categories ofroot causes (abbreviated as "4M"):

i Machine(design with its basic flaws)
„ i Milieux (natural phenomena, operational conditions, political environment,

commercial pressures, etc) providing triggering events, and
i Man (operating crewresponse)

^ i Management (basic organizational safety culture flaws)

Strong management can minimize the contribution of machine, milieux and man to nuclear
operational risks. One way management can have this powerful positive influence is through establishment
ofa propersafety and riskculture(Joksimovich, 1992).

REPERCUSSIONS

Rising O&M costs, largely attributable to regulatory requirements and how the utilities have
^ responded tothem, are driving the industry right into the ground. Areduction of20% or so is imperative

to keep many plants viable. To quote from the 1989 Regulatory Impact Survey: "NRC so dominates
licensee resources through its existing and changing formal and informal requirements that licensees
believe that their plants, though not unsafe, would be easier to operate, have better reliability, and may
even achieve a higher degree ofsafety, iflicensees were freer to manage their own resources." TTie nuclear
utilities cannot economically compete with fossil fuel plants and other sources ofelearicity. Permanent
shutdowns of Yankee Rowe, San Onofre Unit 1and Trojan clearly signal the magnitude of the problem.

^ The crisis boils down to an issue of how to maintain or enhance (where it might be appropriate) nuclear
safety at sustainable reduced costs in an acceptable regulatory framework. This leads to Risk Based
Regulation (RBR) and Integrated Risk Management (IRM).

RISK BASED REGULATION

^ RBR, i. e., acompendium of regulatory implementation guides should be explicitly based on
risk analyses which are traceable and scrutable. It needs to be, however, pointed out that even if the
regulators and licensees were completely competent in the practice, risk quantification is still an artaswell

^ ^ a science, and the general public's lack of appreciation of relative risk concepts is an unfortunate
impediment to the pace with which progress can be expected in public understanding. Nonetheless, we can
achieve a goal ofrational and transparent regulation ifwe devote appropriate resources to exploiting the
full potential ofPRA techniques which are by and large currently available, but are only in limited use both
by the regulator and the nuclear utilities. Vesely has convincingly illustrated existence ofa technology
consisting often NUREGs (Vesely, 1993) summarizing the work performed over eight years.

Like EPRI-sponsored human reliability technology and IAEA sponsored safety culture literature
referred toearlier, this NRC>sponsored technology is virtually untapped.
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Regulatoiy requirements should be distributed according to risk significance. Herschel Specter has
illustrated how it could be applied in the maintenance rule case (Specter. 1993). In another paper
(Specter, 1992) he illustrated the example of costs associated with various non-safety vs safety related
components such aswith high ratios such as: $24144 vs S4,447.00; S29,000 vs 566,800; S207.00 vs. 57,548.
$1.35 vs 521.12, eta New York Power Authority paid $313.00 for a single hex socket setscrew which can
be bought in alocal hardware store. ^

Inaddition, 1advocate that greater self-reliance and more self-regulation through instillation of —
enhanced safety and risk culture via advanced self-assessment programs should also be a key ingredient of
RBR, which may or may not be apart of the license similar to integrated living schedule, which is apan of ^
^^Ij^license. Agood example for an advanced self-assessment is an integrated risk management program

IRMP ^

Risk management is defined as the decision making process to minimize potential losses.
TVpically, risk management is accomplished by virtue of exercising a risk model ofa specific plant and
weighing the costs, benefits and risks ofavailable options for achieving risk control. Degree ofsuccess is
dependent on the quality ofthe risk model. If the risk model is geared towards the plant hardware aspects ^
only, then Its usefulness is confined to identifying plant configuration vulnerabilities, but is not
necessarily successful for all plant operational considerations. For the latter, the risk model has to be
capable of simulating NPP risks vs. lime and be capable of accommodating human reliability and
organizational faaors, e.g., safety andrisk culture. ^

A number of utilities have developed risk management programs primarily geared to hardware
considerations. Hence, I would not call them integrated since they rep-resent a sub optimal case. To my
knowledge, Yankee Atomic has probably the most advanced program in the industiy (Yankee, 1991), A
striking example was the use in closure of NRCs severe accident policy issues, i.e., IPE IEEE, ~
Containment Performance Improvement (CPI) and Accident Management (AM). Northeast Utilities is ^
another industry leader and astaunch advocate ofusing living PRA indecision making (Bonaca, 1991).

IRMP's framework and principal elements are described in the above mentioned reference
(Joksimovich, 1993)

i

The utilities cannot successfully manage nuclear risks independent ofcommon business issues. It
is imperative that a more holistic view of plant management responsibility be seen. Land and Sancic's ^
paper (Land, 1990) reflects realities of plant decision making. Plant managers must successfully balance
public safety, personnel safety, economic performance, personnel productivity and regulatory impact. The
scopeof IRMP takesthis imperative to account

! ,

Corollary - Ten Assertions

1. No other industry has invested more resources in public safety than the nuclear industry. O&M
costs largely attributable to regulatory requirements and how the utilities have responded to ihem, *
have escalated tounacceptable levels and are driving competitiveness ofnuclear utilities right into
the ground. Long-term sustainable and cost reductions are imperative for saving the nuclear
option. I

2. For this large investment, the industry has achieved a remarkable safety record. Nevertheless,
there is no room for complacency, the level of safety achieved has to be maintained and
continuously looked to be enhanced.



3. The nuclear industryworldwidehas been preoccupied with the hardware to the point of obsession.
TMI aaion plan alone resulted in thousands of hardware changes costing the rate payers billions
of dollars. Asa result,existing hardware is goodenoughand hardwarefreeze is appropriate.

^ 4. Since TMI. readiness ofoperating crews to respond to complex accident scenarios has been greatly
enhanced. Simulator training and emergency operating procedures are probably the most
instrumental However, more needs to be done, not in terms of quantity, but quality of training.
The simulatoroffers muchmore beforeit reachesits full potential

5. With almost all NPPs operational, the emphasis has to shift from traditional engineering
considerations intoentirely operationalones. In order to maintain and enhance the existing level
of safety, our understanding of operational risks has to bevastly expanded. Plant operations have
to be seen as a collection of systems, human actions and process requirements in a highly
interaaive mode which requires a cultural change in the industry. The "4M" aspects, discussed

^ briefly in this paper, should receive due attention. Core damage frequencies can undergo large
changes over time due to changing plant hardware conflgurations, human reliability and
organizational factors.

6. Fullbenefits should bederived from currently under-utilized andsufficiently in-depth researched
disciplines such as PRA in both integral and time-dependent mode, human reliability and safety
and risk culture.

7. Risk-based regulation and riskmanagement, as advocated in thispaper,is an answer. Greaterself
reliance and more self regulation through instillation of enhanced safety and risk culture via

^ advanced self assessment programs should be key ingredients. A good example for an advanced
selfassessment program is the IntegratedRisk Management (IRMP).

8. Risk technology applications as proposed by the NRCs Regulatory Review Group represent a
step in the right direaion. Subsequently, the NRC should gear up its resources to respond
exi^itiously to nuclear utility initiatives. Furthermore, a regulatory culture reform vail be
needed to reflea some points made above.

1*1

9. Regulatory culture reform should address two fundamental issues: the proper role of the
^ regulator, i.e^ cooperative, like in many European countries vs. competitive, and change ofbinary

^ (OK/Not OK) compliance thinking to a highly interaaive systems performance perspective and its
associated reduaion in variability's.

1^
10. A massive instillation of risk education in the whole industry via management and personnel

training has to be initiated, and the sooner the better. In addition, rule-based culture has to be
substituted with knowledge-based culture. Regulatory and utility-sponsored research must
continue withemphasis on the human and organizational factors in particular.
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INTRODUCTION

Maintenance and inspection at nuclear power plants consumes a large portion of a
utility's resources, maWing resource allocation for such procedures vital. The NRC's
Maintenance Rule, due to be implemented in July of 1996, requires utilities to select
systems, structures, and components (SSCs) important to safety and to develop a

w monitoring program to ensure that these SSCs are capable of fulfilling their intended
fimctions. ♦

In light of these concerns, two ratios were developed to compare the risk
^ significance of individual components with the amount of plant staff time, or burden,

associated with inspecting the component These risk/burden ratios point out existing
disparities between current inspection practices and safety concerns. These ratios can be

^ used to develop new inspection schedules constituting a more equitable risk to burden
distribution.

The New York Power Authority's Fitzpatrick plant (Ref. 2-4) was used as an
example for this study. The Fitzpatrick IPE was used to select two systems for examination
in order to illustrate the relationship between risk significance and surveillance practices.
Safety significance can be ranked by minimum cutset fi«quencies, risk reduction
importances (RRIs), or risk mcrease importances (RIIs). The risk reduction unportance
(RRI) is a measure ofthe decrease in the value ofthe CDF that occurs if the basic event
(component failure in this case) is eliminated by setting its probability ofoccurrence equal
to zero. Risk increase importance (RII) isa measure ofthe increase inthe value ofthe CDF
that occurs ifthe probability ofthe basic event is set to unity. One risk significant and one
risk insignificant system were examined to illustrate the differing surveillance needs
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between the two. In this study only the events leading to core damage were investigated.
Alevel 2 analysis would be necessary to identify less obvious SSCs. p

The emergency service water (ESW) system was selected as the example risk (,
significant system for several reasons. First, the ESW system component have very high
cutset frequencies, meaning the system is extremely pervasive and comes into play in many ^
ofthe core damage frequency (CDF) dominant scenarios. The system's components also
have very high risk reduction importances: of the fifteen highest RRls, eight of liiem
involve components in the ESW system. NYPA performed a sensitivity analysis on the p
change mCDF when an entire system's unavailability is changed. Adoubling of the ESW
system's unavailability led to an approximately 130 percent increase in the CDF, much
higher than that ofthe other systems investigated.

The core spray system, designated as LCS (Low Pressure Core Spray System) was
selected as the example risk insignificant system. Only four basic events involving LCS
are present in the set of the CDF cutsets, and each occurs only three times in the set of all
CDF cutsets. The four LCS basic events have a total RRI of only 3.2E-9, whereas the top
four ESW basic events have a total RRI of 7.18E-7. The ESW and LCS systems also serve
as good comparisons because both have straightforward configurations and both contain
similar components known to require maintenance.

rr

: (

TESTINGAND SURVEILLANCE REQUIREMENTS ^

Inorder to assess the inspection needs ofasystem, the dependent components inthe
system must be separated by the amount of surveillance and testing that they requke. ^
Individual system components that show up as high in risk reduction importance can derive ,
the most benefit from a strong testing and surveillance program. Conversely, components
with low risk increase importance values become candidates for reduced testing.and
surveillance, since overall plant risk, as measured by CDF, should not increase if a risk '
insignificant component is allowed to run to Mure before undergoing repair. However, it
is important to compare the benefits gained from testing procedures to the possibly ^
increased system unavailability that such testing may cause. / '

Several things should be looked at to assess surveillance requirements, including:
inspection schedules, routine repair and preventive maintenance schedules, special attention r*,
paid to certain components, required recalibration, required system realignment, and
scheduled tests. It is important to note that other considerations, such as maintaining high ^
operational availability, may also modify the policy actually ^plied. j

Both the ESW and LCS systems have scheduled tests and surveillances. Because of
die safety functions of each of these systems, most time-consuming intrusive preventive ^
mamtenance is performed only while the reactor is not operating at full power.
Maintenance performed while the reactor is not at full power was not considered in the
Fitzpatrick IPE as contributing to system unavailability, and is not considered in this study.
Furthermore, it is important to differentiate between the amount of effort expended to i i
ensure the reliability ofa system, and effort that is required to keep the system operable.
Certain components may be designed for a finite lifetime, after which they require either ^
reworking or replacement This type ofwork is a necessity and is not subject to change
resulting from competition for resources. However, much of the time and effort expended
upon a system is devoted to ensuring the reliability of the system, and to catching
unexpected system failures. This is the type oftime burden that is ofinterest here. It is
reasonable to link thedegree of reliability desired to therisksignificance of the system.
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ESW AND LCS RESOURCE ALLOCATION PER COMPONENT

It is necessary to measure in a quantitative way tlie amount of available plant
^ resources expended on tiifferent systems. Such a measure is hard to quantify accurately

with the available plant data. This is because only routine surveillance and testing work
can be easily accounted for, as it is difficult to estimate the amount of effort expended on

^ individual components during the additional testing that corrective maintenance might
require. There is very littie plant data available regarding such unanticipated work.
However, from a knowledge of routine plant procedures an estimate canbe made as to the
amount of effort expended per system, wWch can then be extrapolated to individual
components.

The staff time burden evaluated here deals only with testing and surveillance
1-1 procedures that are performed to ensure system reliability. Routine preventive maintenance

required to maintain the basic operation of system components was not included. Of
course, in the two example systems selected very little preventive maintenance is required
because both of thesystems are ofthestandby type, designed forhighreliability.

From a detailed study of the routine ESW and LCS system procedures an estimate
of the amoimt of time expended percomponent can be derived. First, each procedure was

^ reviewed to determine which components were tested or inspected during the procedure.
Two different actions were each considered to constitute a test: that of forcing a required
response to occur or of perturbing a component in order to produce a system alignment
which would permit a test. Forcing a required action to occur involves cycling (opening
and closing) a valve, orsimulating a signal toturn ona pump. However, some tests require

^ having asystem in acertain configuration, usually involving isolating part of the system.
Perturbing a valve setting in order to create a desired system test configuration and then
returning the valve to itsoriginal state after the procedure is also considered to constitute a
component test.

f An estimate of the number of workerhours required is difficult to obtain. The
Fitzpatrick Nuclear Power Plant staff generally does not keep data on workerhours
expended per system or per procedure. Furthermore, the actual start and finish times for
each procedure may not be representative of the actual amount of time spent working on
the system. During outages when the system is not required to be on-line, a system may
not beworked on continuously dueto the increased resource demands elsewhere.

In conjunction with Mr. K. Vehstedt, Senior Engineer at NYPA (Ref 5), estimates
have been developed for the amount of effort, or burden, required by each procedure.

^ Thesetime estimates werethenbroken downby component. Thetime per test is multiplied
by the procedure frequency to obtain the total time expended per 18 month plant refueling
cycle. It should be emphasized that the values shown are only estimates. A plant program
to record the amounts of time expended in actual procedures would be required to attain
more accurate numbers. However, an estimate is sufficient to illustrate the methodology
presented here. The final tune burden results for the ESW system RRIs are given in Table
1. Calculations relating to theLCSratios havenot beenincluded to conserve space.

m

RISK/BURDEN RATIOS

In order to measure whether current testing and surveillance procedures are well
balanced with regard tothe risk significance ofthe system towhich they apply, ratios ofthe
staff time burden to the component's risk reduction and risk mcrease importances were

3
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calculated for each signiiicant component in the ESW and LCS systems. By comparing the
ratios corresponding to differentcomponents, disparities betweenrisk significance and the
staff time expended while inspecting various components will become evident. These
ratios should also be calculated using each component's percent ofcore damage frequency ^
(Fussell-Vesely index), but this data is currentlyunavailaWe from NYPA.

Several of the more important components have more than one basic event
associated with them, corresponding to different failure modes. For these components the ^
total risk reduction or risk increase importance is the sum of all the possible different
failure modes. This sum was used to calculate the final risk/burden ratios. In this way all
possible modes of failure ofa component areaccounted forin the final ratios. ^

The final RRI versus time burden ratios for the ESW and LCS systems are shown in
Figures 1 and 2. Ideally, these ratios should be reasonably constant from component to
component and from system to system. An equitable risk/burden ratio distribution would
produce a uniform circle. However, as can be seen fix)m the disparitybetweenthe ratios for
the ESW system and the LCS system, and even between components within each system, ~
this is currently not the case. These ratios present a quantitative way to measure whether p*
surveillance practices are reasonable withrespect to the risk significance of the system, and
could be used to reorganize surveillance schedules on a risk importance basis.

From a risk standpoint, the best use of plant resources should lead to a relatively ^
uniform distribution of risk/burden ratios. In order to smooth the ratios between the

different ESW system components, and between the ESW and LCS system, a new
maintenance and surveillance schedule should be developed that focuses more on those
components with high values of the risk/burden ratio. This group would include the ESW
pumps, ESW MOV 102, and the ESW manual valve 3. The informationembodied in these
ratios also provide justification for decreasing surveillance on the LCS system mgeneral, ^
and increasing surveillance on the ESW system.

All of these actions might seem to be obviously required from inspection of the risk
significance of these two systems and examination ofthe cutsets relating to ESW system ^
failure. However, when dealing with other plant systems having less pronounced
differences in risk significance, the risk/burden ratios may point out more subtle ^
relationships between the systems. A frdl analysis of all of the plant safety systems would i
be necessary in order to establish reasonable values ofthe risk/burdenratios to use as goals
in allocating resources for surveillance and maintenance procedures.

It is hoped that these ratios could play a part m developing a maintenance and
inspection program designed to satisfy the NRCs Maintenance Rule. However, there are
uncertainties present in these ratios that must be taken into account The PRA t^hniques ^
used to rank system and components from a safety standpointare associatedwith numerous
uncertainties, and there has been considerable regulatory reluctance in the past to use PRA
data in a quantitative way. In addition, accurate data regarding the staff time expended on
individual proceduresis not available. Studiesshould be done in this area in order to gain a
more accurate picture ofwhere plant resources are being spent

When developing a plant-wide inspection schedule, considerations other than risk
must be taken into account Plant operating criteria must also be considered, as steady,
consistent operations are also a vital part of proper resource allocation. However, the
risk/burden ratios do represent both a departure from past inspection scheduling practices
and an important criteria to considerwhen developing more efficientschedules.

/
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FIGURE 1

DISTRIBUTION BY COMPONENT OF THE ESW SYSTEM RATIO
OF RISK REDUCTION IMPORTANCE TO TIME BURDEN

Radius = 88.5 E-06^ Pump 46P-2A

Pump 46P-2B

All other components

Manual valves
46ESW-3A/B

Motor operated valves
46MOV-102A/B

The subtended angle is the component's percentage oftotal RRI associated with die system. !
The radius is the component's RRI/Time Burden Ratio.

FIGURE 2 ~r
DISTRIBUTION BY COMPONENT OF THE LCS SYSTEM RATIO

OF RISK REDUCTION IMPORTANCE TO TIME BURDEN ^

Radius = 0.28 E-06/yr

GE-HFA Rela
14A-K

GE-HFA Relay
14A.K9A/B

All other components

Manual valves
14CSP-8A/B

TT 1^- D. 14CSP-18A/B
14CSP.61A/B14P-2A/B 14CSP.69A/B
14CSP-74A/B

The subtended angle is the component's percentage of total RRI associated with the system.
The radius is the component's RRI/Time BurdenRatio.
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THE BENEFICIAL USE OF RISK ANALYSIS IN THE REGULATORY PROCESS

M. V. Bonaca, D. A. Dube, S. D. Weerakkody

^ Northeast Utilities Service Company
P. O. Box 270
Hartford, Connecticut 06141

^ U.S.A.

^ INTRODUCTION

Over the past several years, we have witnessed an
increasing number of varied applications of risk technology

^ in support of nuclear power plant management. The multiple
examples documented in the literature demcpnstrate successful
application in almost every area of operation and engineering

fSk support, well beyond the identification of plant
vulnerabilities which has, traditionally, been the first and
often only use of nuclear plant PSAs.

To date, the success of risk analysis in modifying or
eliminating current regulatory requirements shown to be
unnecessary has been uneven. Some pioneering programs, such
as the Northeast Utilities ISAP, which dates back to 1985,
represent early application of PSA in the regulatory process.
But in general, the regulatory use of PSA has been focused on
identification, and elimination of plant vulnerabilities, and

^ on developing the insights necessary to develop and support a
severe accident management program.

The recent initiative of the Regulatory Review Group on
Risk Technology Application opens a new era for the use of
PSA in regulatory applications. PSA uses are being
encouraged that relax or eliminate unnecessary requirements,
or support a "graded" approach to implementation of
regulatory requirements. ISAP represents a precursor to the
use of PSA for this purpose and provides valuable examples of
successful applications.

The benefits of the NRC initiative to the industry are
^ commensurate with the depth and quality of the supporting PSA

program, which provides the bases for the^ proposed
modification of compliance. But since even the simplest IPE
may be capable of supporting initiatives to relax regulatory

^ requirements, the future' focus of PSA programs may be on the
potential short term payback from existing programs, limited
though they may be. This could actually prevent further

^ development of living PSA programs, with the resulting loss
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of the benefits such programs can provide. The experience of
Northeast Utilities with PSA technology shows that it pays to ^
develop a living PSA program, capable of supporting effective
applications in the regulatory area.

Furthermore, without established industry standards of ^
application, this narrow use of the technology may lead to
inadvertent abuses and loss of credibility. The known
limitations of PSA require careful use and sound expertise to
support credible applications. Therefore, it is essential,
at this juncture, that the indust^ take proactive
initiatives to develop standards of application and to build ^
the credibility of PSA by avoiding abuses and pursuing uses
that do not degrade, but enhance safety.

INTEGRATED SAFETY ASSFfigMTCTTT PROGRAM (ISAP)

Northeast Utilities has successfully implemented the _
Integrated Safety Assessment Program (ISAP) at three of its ^
operating nuclear units, with plans to expand the application
to all units. The Integrated Implementation Schedule, an
important element of ISAP, is a license condition at the
Connecticut Yankee and Millstone Unit #1 nuclear power
plants. Through ISAP, NU has evaluated the costs and
benefits of several hundred major projects at the nuclear
units, and successfully implemented utility-initiated ^
improvements and regulatory-driven backfits on a prioritized
basis. Under ISAP, key design changes initiated by NU to
address severe accident vulnerability concerns have been
given high priority, as is appropriate. Several regulatory ^
driven modifications to address fire protection/Appendix R '
also were placed on fast-track for implementation based on
the calculated high benefit. However, many backfits have been
assigned lower priority and extended implementation schedules
based on the assessed low safety benefit and/or high cost.

Recently, the NRC staff provided a safety evaluation
addressing the acceptability of deviations from the
requirements of the General Design Criteria (GDC) for the
containment isolation system at Connecticut Yankee (Ref. 1) .
NU, on behalf of the Haddam Neck Plant, provided
deterministic as well as probabilistic based analyses as to
how the containment penetrations met the intent of the GDCs, ^
and how further design modifications would be marginal to
safety. Altogether, some 39 penetrations were evaluated.
The NRC staff concluded that "for most of the penetrations,
the valve configuration does meet the intent of the GDCs 54 ^
through 57. In addition, based on the low risk indicated by
the licensee's PSA studies, the staff agrees that conformance
with the GDCs 54 through 57 would provide minimal safety
improvement to the plant." Only two penetrations will P
require further modification, and those changes are modest
(providing a blank flange during operating modes 1 through 4).

Needless to say, the potential costs of meeting not
only the intent, but the full letter of the GDCs, would have
been in the multi-millions of dollars. ^

r
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Also recently, NU submitted a probabilistic analysis
under ISAP which concluded that the overall benefit to public
health and safety from the installation of a redundant
containment hydrogen monitor system at Millstone Unit #1 was
minimal. Core damage frequency reduction of 4.5 E-7 per year
and risk reduction of less than 2 man-rem per year were
assessed. The NRC staff accepted the deterministic and
probabilistic analyses performed by NU, and granted relief
from regulatory requirements in their safety evaluation
(Ref. 2).

The potential cost of installing a redundant
containment hydrogen monitor would be in excess of 2 million
dollars, including power supplies and meeting electrical
cable separation requirements.

NEED FOR STANDARDS IN PSA APPLICATIONS

While the applications of PSA have expanded to
important areas in plant risk management' over the past
several years, the PSA application technolo^ has not grown
rapidly enough to provide sound scientific basis for PSA

^ based conclusions in these new areas. That is, even for
crucial applications, there is potential for subjectivity and
ambiguity in PSA based conclusions. Although rapid advances
have been made in computer software and hardware that support
the PSA technology, the major impact of those advances has
been the capability to execute the PSA models extremely
quickly to allow timely inputs to plant operational issues.
Some fundamental weaknesses of PSA technology that are

! relatively difficult or impossible to grasp using
quantifications or computers are yet to be adequately
addressed.

A major weakness in the PSA application area is lack of
a scientific method to recover the impact of crucial risk
related information which gets lost as a result of the major
assumptions, approximations, and limitations on scope of PSA
models. At present, there are no standards or proven methods
to recover the impact of crucial risk related information
which may have a significant bearing on the PSA based
conclusion. As a result, PSA based conclusions are viewed
with caution, and suspicion at best, not only by discipline
experts outside of PSA, but also by different segments of the
PSA community. In light of the above, standards are needed to
guarantee proper application of PSA methods in order to

^ preserve the long-term credibility of PSA technology.

One standard application method that fits all PSA
application cases is nearly impossible to generate due to the
wide spectrum of approaches that a PSA analyst has to choose
from. For example, quantifications may have been performed
using hand calculations, personal computer based PSA models,
or using engineering judgement. The best quantification
method will depend upon characteristics such as level of
detail of PSA model, mode of operation impacted (shutdown or
power), type of plant response impacted (internal event or
external event initiator).

103 - 17



103-18 ^' V n

Therefore, to assure accuracy and reasonableness of PSA ^
based decision making, standards or guidance must be i
generated using a philosophy that recognizes that:

o Expertise in PSA is knowledge-based in that
cumulative knowledge in many areas is needed to
derive accurate PRA insights.

o The key areas of that knowledge base are expertise
in PSA techniques, expertise in overall plant
operation, and familiarity with all intimate
details of the PSA model such as assumptions,
approximations, and truncation values.

State of the art has not grown to a point where
the above expertise can be structured and
computerized.

Considering the current state of technology, the above
philosophy can be implemented by bringing together people
with the above key areas of expertise to perform
brain-storming sessions. During the brainstorming ^
session(s), which may be called "formulation of problem" / i
phase of the application, the following problem attributes
should be decided upon: ^

o What are the major assumptions and approximations
that can impact the risk evaluation and how can
that impact be recovered into the analysis? ^

o What risk elements (initiators, systems, operator
actions, containment features) are impacted?

o Is the PSA model on PC detailed enough to perform
calculations to support the particular
application? H

I i

o What type of calculations will be necessary?

o Is generic data adecjuate or is plant specific data
necessary? Should additional data sources be
revisited? .

/

o Do known PSA methodology limitations have a major
impact on the result? For example, during some
applications, over-estimated common cause failure
rates or assumptions regarding constant failure
rate for standby components lead to overly
conservative or non-conservative conclusions.

What are the anticipated results? (Forming an
opinion on the expected results based on
engineering judgment helps to highlight the
assumptions that must be revisited during PSA
quantifications).

j
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Guidelines or standards would be an effective way to
assure that the PSA based decision process completely
addresses the above issues.

In addition to standards on what to consider in PSA
applications, standards are needed to address; (a) the level
of quality assurance in the evaluation, (b) the

^ documentation of the assessment, (c) the consistent
treatment of operator recovery actions, (d) uncertainty
analysis, or sensitivity analyses and (e) the criteria for

^ acceptable risk or core melt frequency determination.

In short, the process of performing risk-based
assessments is as important as the content of the assessment
itself, and these should be addressed in standards.

BENEFITS OF LIVING PSA ON PLANT SAFETY

Currently, NU maintains "living" level 2 PSAs for four
nuclear power plants. A living PSA means not only to maintain
the PSA current with the plant design and operational
experience, but to also use it as an integral part of the
design change process and overall risk management (Ref. 3).
The goal that NU has set forth, which has been achieved for
nearly all the units, is to have an updated PSA model within
six months. Such a goal can be resource intensive, requiring
nearly one full-time equivalent staff member per plant to
update the models and reliability data. These requirements

^ are exclusive of staff necessary for PSA applications.

Through the living PSA process, NU has pursued a
m process of continuous improvement in the reliability of key

plant systems and components. In essence, results of the PSA
have been fed back into the design and operations of each
nuclear unit.

For example, the Millstone Unit #1 PSA found the
failure of the emergency gas turbine generator to be the
single most contributor to core melt frequency. The reason
for this high importance was, in fact, due to the relatively
low reliability of the gas turbine. Subsequently, a detailed
reliability analysis performed by the in-house PSA

^ organization identified improvements in the speed control
t unit as the most cost-effective measure. Since

implementation of the design change, measurable increase in
^ reliability of the gas turbine has been observed, as tracked

by the living PSA program. The consequence is a continued
improvement in overall safety as measured by the projected

^ core melt frequency (CMF).

Similarly, NU has had an extensive program of safety
improvements at its Connecticut Yankee plant. Several dozen
design changes motivated primarily to address severe accident
vulnerabilities and reduce the core melt frequency have been
implemented.

'
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Table 1 illustrates the dramatic improvement in plant ^
safety as measured by the CMF for internal events. The
nearly 10-fold decrease came at relatively modest expense in
comparison to regulatory-driven requirements which, if fully
implemented, would have had a marginal effect on CMF.
Similar improvements in CMF for external events, such as
fire, have also been observed.

TABLE 1

Results of Safety In^rovements at Connecticut Yankee

CMF (internal events)

Prior to implementation of 1 E-3 / yr.
immediate corrections, 1985-1986 (est.)

As published in the Probabilistic 5.5 E-4 ^
Safety Study, 1986 (did not credit
interim ECCS modifications to
address small-LOCA vulnerability) ^

M

With interim measures to address 4 E-4
small-LOCA vulnerability ^

Following implementation of single 3.25 E-4
failure modifications, 1989

p
IPE report, 1993 (Following 1.8 E-4
completion of new switchgear
building, AFW improvements,
improved plant operations,
enhanced operator training,
and other initiatives)

Following Cycle 17 Refueling 1.3 E-4 (est.)
Outage (electrical separation
mods, 120 V vital AC buses A
and B, MCC-5 ABT testing)
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INDUSTRIAL RISK MANAGEMENT: A EEC PERSPECTIVE
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Coimmssion of the European Communities
JRC-ISEI

21020 Ispra (Va), Italy

INTRODUCTION

The paper describes the new trends of the EECregulation to control the risk of
major accident in the process industry. After the experience of the first ten years of
application, the so-called Seveso^*^ Directive is being revised. The proposal
presently underdiscussion includes provisions for land useplanning with respects to
accident hazards; for "whole site" safety assessment instep of focusing on single
installations; and for the adoption by the site operator of safety management systems
(SMS), as the underlying causes of most of the accidents notified to the EEC
Commission have been provoked bymanagement faults^*^.

A broadCT p^^pective is thoefore being established as far as risk management
of storing/processing dangerous substances is concemed: a perspective which on the
one hand involves society as a whole, and on the other hands goes a step forwards
towards incentives for a better environmental management

PRINCIPLES OF THE CONTROL OF MAJOR ACCIDENT HAZARDS WITHIN EEC

Risk management is the process which is established to control the risk and its
implementation. At its highestlevelit is a social process. The "Seveso" Directive and

^ its amendments5.6 identify the relevant parties: public authOTities, industry and
public.

The major accidents that stressed the needfor a Directive regulating hazardous
A industry (e.g. Seveso,Flixborough) had in common the features that local authorities

did not know what chemicals were involved and in what quantities; they did not
know enough about the processes to understand what chemicals/enei^ could be
produced or released underaccident conditions; andthere wasa lackof planning for
emergencies. With this background, the Directive is largely concemed with the
generation and the control of a correctinformation flow among the different actors

^ in therisk management procedure. It applies to industrial activities involving process
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or storage of substances capable in the case of an accident to provoke major toxic
releases or fire & explosion events. Nature and inventories of such substances are
specified according toclasses or nominal lists.

The principal requirements of the Directive can besummarised asfollows:
- Each MemberStatemust appoint a CompetentAuthority (CA);
- Atany time the manufacturer shall prove to the CA that major hazards

connected with the installation have been identified and adequate safety
measures have been take to prevent accidents;

- When dangerous substance inventories exceed specified thresholds,
the manufacturer shall provide the competent authority with a written safety
notification (which has been more or less identified with the obligation for
safety reports) on the installation hazards, shall prepare an internal
emergency plan, and give the information needed' by the CA for the
preparation of off-site emergency plans;

- Majormodifications shallbe notified to the CA;
- CA shall provide for externalemergency planning;
- Member States shall ensure that people liable to be affected by an

accident be 'actively' informed of the safety measures and how to behave in
the event of an accident;

- The manufacturer shall report to the CA any major accident which
occurs, the national authorities should notify major accidents to the
Commission;

- The Commission shall keep a register of accidents so that Member
States can benefit fi-om this experience for prevention purposes.

After the implementation experience, the principles on which its revision is
beingbasedstress the socio-organisational aspects of Ae control policy, as discussed
in the following.

Firstiy, the concept of "site" (characterised by the presence of dangerous " P
substances) is introduc^ instead of that of "industrial installation". This has two
major consequences:

- on the one hand, the control is extended on a larger number of activity ^
types: even temporary storage (f, i. marshalling yards, dock) might be
covered. This will certainly affect the interfaces between transportation
systems and industrial installations,introducing new parties among the actors
of the control process;

- on the other hand, if more than one company is operating on a "site", to
ensure that a coordinated effort exist to prevent major accidents, some ^
common actions, and therefore new organisational structures will be needed.
This also will emphasise analysis of Domino effect scenarios over an
industrialised area. ^

Secondly, the introduction of the obligation for a land use policy with respects
to major accidenthazardsalso will havea twofoldsocio-organisational consequence:

- on the one hand, a broader body of authorities will be involved, as
especially the local urban - planning authorities have to decide about the
compatibilityof newdevelopments with respects to existingland use;

- on the other hand, the public will participate in the decisional process.
In this way the public, which until now had the right to be informed about the
risks and on the how to behave in the case of on accident''̂ '®'̂ '̂ ®*^^ and,
subsequentiy, had the right of access to environmental information^^, will
exercise a more active role in the overall risk management policy. ^

Finally, the socio-organisational aspects within the companies will be strongly _
affected by the introductionof the obligation for formal SMSs.
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IMPLEMENTATION

Directives establish objectives and basic principles to be complied with by all
Member States of EEC: each State must transpose them into its own national
legislation. This allows various cultural traditions, institutional structures, and
regulatory styles to beaccommodated^^.M. the other hand, this also may result in
a variety of criteria and procedures, which can contradict the ultimate goal of the
harmonisation of the national approaches. Therefore the action of the Commission
and of the national competent bodies is called to monitor constantiy the
implementationprocess towards a substantialconvergence.

The Commission organises periodic meetings of the Committee of Competent
AuUiorities (CCA), during which questions conceming the Directive and its
implementation are discussed so rfiat common approaches can be adopted, and tiie
experience gained with the implementation can be used to ameliorate the Directive
itself.

Furthermore working groups have been established with the objective to
produce non prescriptive guidance for the implementation of the more relevant
requirements. TheJRC-ISEI is supporting theactivities of the working groups which
are constituted by representatives nominated by authorities, industries and control
organisations.

Finally the Commission hasorganised theCommunity Documentation Centre on
Industrial Risk (CDCIR)^^^ located at Ispra, which collects, classifies and diffuse
information on published accident investigations, regulations, safety codes of good
practices, risk studies etc. The Centre is generally accessible, and the information is
diffused by bulletins generally available. It also promotes publications of studies

^ performed or sponsored bythe Commission on the technical aspects of the Directiveapplication in the Member S^tes. This action which also contributes to an increased
transparency on all questions conceming the risk, provides policy makers and safety
analysts with a wide basis of knowledge on national practices and therefore
accelerates and improves the harmonisation process.

It is worthwhile to refer the reader to the CDCIR publications,already appeared.
m These coven

- the Major Accident Reporting Systemi^, operated atISEI, Ispra;
- review of accident case histories^®
- safety reports and codes ofpractices^O to 22;
- information of thepublic9;and,
- emergency preparedness and rcsponse23 to 25,

The studies on lessons learnt from accident management have been extended to
cover all other EEC countries and will be published in the next few months.

The principles of the Directive are finally implemented within national
legislation, which in certain cases already includes provisions for land use planning
control25 «> 27,

ROLE OF THE STAKE HOLDERS

According to the principles stated in above, theroles of theparties participating
to the risk management policy can be seen as follows.

Role of the Public:
- at national level to participate in the elaboration of the risk

management policy, i.e. in thedefinition of theprinciples which should guide
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the sustainable development (benefits4rom the industrial activities vs. public
safety and environmental protection). This should result indirecdy from the
debate provoked bythepublic participadon onland usedecisions;

- at local level participation in the decision on land use planning, and
emergency preparedness, consistendy with die national policy principles.

Roles of the competent authorities:
- To exercise controlto guarantee thesocietythat industryfulfils its duty,

that is the industry has implemented a risk control policy (obligations like
identification of die risk, safety reports, in-site emergency plans, SMS etc.
are all included within the broad conceptof risk control policy).

- to issue operation permit (and or licensing), to permit siting of new
activities, to control the land use around existing hazardous sites;

- to promote infomiation and participation of thepublic in thedecisional
prcxiesses;

- to plan and respondto off-siteemergencies;
- to structure theprocess of information retrieval for preventing accidents

and to improve preparedness and response.
Roles ofthe Industry: as die hardware is increasingly improving: safety depends

first on management factors, secondly on human factors, if the twocategories can be
distinguished. Therefore the industry has to realise (and many facts prove that this
awareness is growing up at least in major companies) that safety management can
only be achieved via the assimilation of the safety culture within the corporation
culture. The adoption of SMSsshall helpin creatingthiscultureand shell encompass
all managementsteps,bothin preventing accidents andin managing them:

prevention => management at less stringent time constraints, which
includes:

hazards identification at the design stage
hardware and administrative countermeasures
operatingprocedures with involvement of theoperatorskill and experience
design modifications
maintenance, workpemiits
inspection and supervision
training of operatorsand information of the workers
retrieval ofoperating experience, debriefing of near misses
safety audits and performance measurements
planning and trainingfor on site emergencies
use of the safety report as an importanttool to guide this overall process
cooperation withauthorities for information of the public

mitigation: => management at stringent time constraints
implementation of the in-site emergency measures
cooperation and coordination with public authorities and other resources

(proximate industries) for externalemergency measures.

CHALLENGES FOR R&D

Under the above perspective two major aspects might be of interest for risk
management researchers:

- Risk Assessment and Decision Making: especially for land use planning the
use of risk assessment might be useful PSA is however still confronted with the
problem of the uncertainties^^. The use ofquantitative goals has been adopted in the
Netherlands and in UK^. However even countries like France^ which assumes



reference scenarios as the basis of the land use policy, are confronted with the
^ subjectivity of the scenarios adopted. There is a need for improving consistency of

PSA analysis procedures and on the same time to make people aware of the
limitations existing for probabilistic decision theory. A larger effort should be

^ devoted to propose Multi-Attribute, Multi- Objective decision making models.
Indeed such models would have the advantage to make the multiple factors to be
transparent in a decision process involving multiple actors (these can indeed take

^ into account multiple economic factors, as well individual and group risk figures,
and environmental protection values);

Safety Management Systems: in addition to social science research to
_ incorporate the safety culture into the company culture and sharing this culture at all

level within the organisation, perfonnance measurements via performance
indicators^O have to bedeveloped and validated.

491

A CONCLUDING REMARK

Focus of public decisions on safety control has moved in the time from standards
and norms on single components towards higher levels of aggregations: complex
technical systems (system analysis); complex technical systems including man (risk
analysis, human factors); and, finally. Safety Management Systems in which the
focus is on the safety control itself. At the same time decisions about safety and
environment have been made more and more open to public participation. To avoid
that the new measures envisaged to control risk will only lead to increased fonnal
burdens or to never ceasing public debates, a culmral change^l is needed not only in
the companies, but even in the relations public - industry - administrations.
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PLANT LEVEL HAZARD mENTinCATION
BASED ON FUNCTIONAL MODELS

Jouko Suokas

VTT

Safety Engineering Laboratory
Tampere, Finland

INTRODUCTION

^ The basis of risk management is the identification ofhazards and the evaluation of their
contributory factors. The assessment ofrisks, and the planning ofmeasures to reduce or to
control risks are based on the information about hazards and their contributors. Therefore,
it is most important to assure that the hazards have systematically been identified and
evaluated.

There are currently a number of techniques which are employed for the identification
^ of potential failure scenarios for major hazards assessments on process plant. These

techniques may relate to

^ - the technical system: comparative methods such as checklists and hazard indices (eg.
the MOND and DOW indices), preliminary hazard analysis, hazard and operability
study (HAZOP), failure mode and effect analysis (FMEA), fault tree

human tasks: methods of human error analysis - for example, action error analysis,
several probabilistic methods such as THERP, etc.

management and information system: there are several auditing methods and rating
systems, such as for example five stars, and other methods such as man^ement
oversight and risk tree (MORT) for a more detailed investigation of an accident or
the function of an organisation.

Hdzaid identification is based on two main subjects - the search strategy of the
employed metiiod/methods and the description of the system to be studied. The search
strat^y defines the types of hazards to be covered, and the description ofa plant or an
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activity the systems/subsystems to be included and the level ofdetail of the identification.
In some cases the plant description is rather clear and systematic. This is the case, for
example, in HAZOP-studies and in FMEAs. However, tiiese methods typically investigate
a plant at rather detailed level resulting often to a situation where the study is time-
consuming and costiy to implement. Therefore, there is a clear need for the development
of

I '

systematic methods and tools for the description of plant functions and subsystems

methods for systematic identification of major hazards based on plant level p*!
description _

methods whichcan integrate the investigation of technical, human, and management ^
factors as the contributors to hazards.

This paper describes the development done in the TOMHID-project in the EC research
programme STEP and some other complementary results and experiences in the
development of hazard identification at plant level and in the development of knowledge-
based tools for the hazard identification.

THE TOMHID PROJECT

HAZOP is perhaps the most widely applied method for the identification of hazards in
process industry. HAZOP, however, suffers for some problems and deficiencies. HAZOP
does not cover all types of hazards and all types of their contributors. The limitations of
HAZOP have been evaluated in a few studies, eg. (Suokas 1985, Taylor, 1981, Taylor
1986).

The other major problem with HAZOP relates to the level of details in the study.
HAZOP is typically carried out on the basis of pipe and instrumentation diagram (PID)
which is appropriate for small processes. However, when studying a large process plant
there is a clear need to make the study l^t on a more general level.

The TOMHID-project focuses on both of the afore mentioned problems. The aim of
this project is todevelop anoverall knowledge-based methodology for hazard identification.
The methodology will have the following features:

The description of process plantas a sociotechnical system for high level studies of
hazard and risk.

The use of high level screening tool as a first stage in the hazard identification
process. Thiswill identify critical areas and theneed for further analysis using other
complementary approaches. r*i

The choice of various fundamental methodologies such as eg. HAZOP, and the
development ofnew intermediate methods where appropriate to modem information ^
technology. ;

The use of other features such as checklists and possibly human error analysis.

The project is fimded by the EC research programme STEP (Science and Technology
for Environmental Protection). The scientific co-ordinator of the project is VTT from
Finland, and theparticipants SRD and Sheffield University from UK, Tecsa and JRC from
Italy, Ris^ National Laboratory from Denmark, and CIEMAT from Spain.
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The project covers a critical review ofthe existing hazard identification methods and an
interview of the user needs for this kind of new methodology and supporting computer
tools. The development of new methods and tools can be divided into the following tasks

functional modelling of process plants

concept hazard analysis of a plant

screening of identified hazards

identification of technical and management factors contributing to the hazards

tools to support the construction of plant description and the identification of
hazards.

FUNCTIONAL MODELLING OF A PROCESS PLANT

Plant description forms the basis ofhazard identification. In large plpts there is an^
to first carry out the hazard identification on a general level before starting detailed studies
such as HAZOPs on the basis of PIDs. There are a number of methods which have b^n
used in plant level hazard identification. Examples ofthem are potential problem analysis,
preliminary hazard analysis, concq)t hazard analysis, and checklists. One of the main
problem in plant level studies has been the plant description. This may have been in the
form of lay-out drawings, lists of inventories and main process installations, etc. Even if
these descriptions cover the main parts and subsystems of a plant there is lacing a
systematic link between the plant description and the search procedures employed in the
identification methods. Therefore, one may present doubts about the systematics of plant
level hazard identification and the coverage of the results.

Aplant function can be described by several ways. There are also formalised methods
supported by software tools to aid the construction offunctional models. Perhaps Ae best
known method is the Structured Analysis and Design Technique (SADT) which originally
has been developed to support software specification and development (Yordon 1989).
Here, the fimctions have been defined as consisting of three main objects: intent, constraint
and metltods. Figure 1 illustrates the graphic and logic representation of a function.

consnsims

inputs Intent outputs

Figure 1. A function is composed of the intent, inputs and outputs, and methods and constraints
<Cottcq»tual... 1993).
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The driving mechanism of the functional decomposition is the intent (goal) of the
fimctions in question. The basic internal strucUiie is to link the intent ofa function with the
constraints thatare necessary to control or restrict theintent, and the methods that are used
to carry out the intent. The plant model, hence, contains objects that can be classified as
follows (Rasmussen et al. 1993):

intents representing the functional goals of the specific plant activities in question
methods representing items (hardware) that are used to carry out the intent or
operations that are carried out using the hardware
constraints that describe items (work organisation, control systems) established to
supervise or restrict the intent.

The advantage of functional description is that it can be applied to any kind of system.
A functional description of a plant can bedone ina very early stage in design, well before
any selections on hardware has been made. This makes it possible to carry out the first
safety studies in an early design phase and to use their results in the selection and
specification of hardware. Another advantage is that in existing plants there are large
numbers of documents resulting to a difficulty to see the forest from the trees. Functional
model allows also the integration of technical and management factors in the same plant
model, i.e. the description of a plant as a sociotechnical system.

Figure2 shows an example of the functional description of a pan of a phenmediphan
(PMP) production plant which has been the first case to test the ideas of functional
modelling in the TOMHID project. The PMP plantand a methanator section of a hydrogen
plant have also served as the first cases to test the ideas of hazard identification.

t.iio

IJ.4

IMm

Ony

Figufc2. Functional descriptian of a partof a frfMnmedifdian plant Thefunction "provide MTIchemical* has
been broken down in the figure (Rasmussen et al. 1993).
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HAZARD IDENTmCATION BASED ON FUNCTIONAL MODEL

Hazard identification is made on the basis of the functional description of a plant. The
main methods evaluated and further developed in the project have been concept safety
review, critical examination of system safety, concept hazard analysis, preliminary
consequence analysis, and preliminary hazard analysis (Concept... 1993, Wells et al. 1992).
These methods were tested the first time on a methanator section of a hydrogen plant. The
methods mentioned above are intended for the identification of hazards and their immediate
causes. The aim of TOMHID is to support the identification of sociotechnical factors
contributing the occurrence of hazards and their consequences. Therefore, a new checklist
based method for the investigation of management factors has also been developed. The
structure of hazard identification process is described in figure 3 showing the inputs and
outputs of the different phases.

Input

Pint
tnf«tTn«Tirni >

Keywcids >

Qitaia

Qfies&m
Kqrvranls —->
liiuiviews

Consmidioo of
fiiaciiflsii model i~~^ Fuactoaalmodel

CHA

SelflCtianQf _
I—> Sclectaljccnirios

I

}
}

Output

Hazuds St incident

sceoBios

MIMIX I-—> ManagenMat&
bominbcton}

Figure 3. The hazard identification process based on the use of functional model of a process plant.

On the basis of the findings made in concept hazard analysis, a number of hazard
scenarios are selected for further studies. The selection of scenarios is based on the
potential consequences, and the potential human and management involvement. When the
scenarios have been selected one carries out the investigation of management factors. For
this purpose a setofquestions supported with listof key words areunder development The
questions are applied in two phases. In the first phase, persons directly involved in die
scenario or the related to the scenario are interviewed. Then, on the basis of the
findings thesupervisory and senior level persons who are responsible in thetasks concerned
are interviewed. The method is called MIMIX (Method to Investigate Management Impact
to Causes and Consequences of Specific hazards).

So far, the methods have been tested with small cases based on the ex^ence of the
research team. These tests have given valuable information about the applicability of the
methodsand indicatedareas where further development is needed before full scale tests can
be carried out. Thisyear the methods are applied ona large existing installation in order to
evaluate their applicability in plant level hazard identification.
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ABSTRACT

Process design is a very complex activity including three typical problem solving
stages, synthesis, analysis andevaluation. Byusing these threebasic elements the tasks in
theprocess design projectcanbe described: synthesis refers to process stnicture design and
optimisation, analysis to process statedefinidon andoptimisation andevaluation to process
performance assessment. In conventional.process design most decisions concerning safety
are being made, in the evaluation phase. The new methodology suggests that safety should
be mcluded in the synthesis phase already. To make this possible, process, safety and
process design were defined and described byusing object hierarchy (Pohjola etal., 1993a
and 1993b). This paper describes how safety can be taken intoaccount during the process
design in its every phase by defining process and safety in the same object iderarchy and
by associating safety with process on the lower level of this hierarchy. Thus, safety will
be included in every decision making point during the design and the total safety can be
assessed by aggregating the safeties of the subparts of the process. Safety balance has been
introduced (Pohjolaet al., 1993b) to aid the evaluation. This paperdescribes theoretically
the use of the developed methodology in the process design.

INTRODUCTION

Processdesign can be seenas generationof alternatives, selection between thosealter
natives and decision-making aboutaccq>tability - or goodness - of the selected alternative.
To be able to select the best alternative there must be a good understanding about criteria
q>p]ied and about the mutual importance of the applied criteria. An experienced designer
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has a system built ready inhis/her mind. However, there can be subjective preferences and
unconscious human behaviour which havea strong influence in the decisions. Quiteoften,
especially in early design phases, safety assessment and judgement are based on subjective
experiences rather than on objective and systematic considerations.

When thinking the life cycle of a process, the most important decisions concerning
safety are being made when defining the strategic design constraints and strategic safety
constraints, especially. Most often these constraints are in thelinguistic form. Even if they
have been given quantitative values, it does not help the designer veiy much: the safety
requirement has been expressed as a certain risk due to the whole installation which is
difficult to translate into some realistic value for the detaileddesign target, e.g. for a valve
or a pump. Such a constraint can aslo be for example *as safe as possible*, 'as safe as
reasonably achievable', *as cheep as possible', 'as simple as possible', 'standard level is
enough', 'maximum availability', 'maintenance takes careof the problems' etc. However,
the question of acceptable safety still remains unsolved.

How do a designer deal with acceptable safety then? From the safety point of view
there are three levels to take safety into consideration during the design (Koivisto& Reuna-
nen, 1993): the adherence to good practice, the safety analysis and the safety-driven
process design. Theadherence to good practice consists of observing therules and regula
tions, meeting the requirements of the accepted standards, and of following the practices
that have proven to be best during the years of experience with the same processes, the
sameplant designs and requirements, and thesame operating and maintenance procedures.
The safety analysis is a syst^atic examination of the structure and the ftinctions of a
process system aiming at identifying potential accident contributors, evaluating the risk
induced by them and finding the risk-reducing measures. Thereare several safety analysis
techniques available, but the general problem in the process design, especially in its early
phases, is that there is not sufficient information on the process available to apply these
techniques. The safety-drivra process design methodology willbe described more detailed
in this ps^r.

Formal methods in the comparison of different design alternatives are used very
seldom by process designers. Life cycle analysis technique is one meanto help in compa
rison of different alternatives and it has beengenerally used in the product design nowadays
(seefor exampleThurston andBlair, 1993). Formal deciaon making aidscan alsobe found
on the strategical level, whidi produces the first safety requirements.

The aim of this study is to associate safety with process design, thus, allowing the
saf(^ to be taken into accountevery time, when decisions on the process are being made.
The association becomespossible on the lover hierarchical level when process and safety
have been defined and e?q>licated. The new process design methodology uses the Perfor
mance Driven Strategy (Pohjola et al., 1993a) to specify the decision making during the
design. This methodology is basedon'the object oriented description of the process and the
safety, and on the task based description of the process design.

n
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ASSOCIATION OF 'SAFETY' WITH 'PROCESS*

Definitions

To be able to build an object hierarchy we need to know what is meant by process and
safety. Pohjola et al. (1993a) have defined proccss to be

"(Chemical) Process is Control of (physico-chemical) Phenomena for a
Purpose"
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and safety (Pohjola et al., 1993b) to be

"Safety is quantified by Probability that Control of Phenomena is lost and
by Consequences."

Object Hierarchy

By using these definitions as starting points an object taxonomy (Virrantalo, 1993 and
Pohjola et al 1993a) was built which defines process as an object having structure, state and
performance as its attributes. Process can be said to be completely defined when the values
of these three attributes are fixed. The unit structure of process consists of boundary which
sq)arates interior from exterior, and of interactions through this boundary. Different abst
raction levels are formed by aggregating and disaggregating the process structure, state and
performance. Through disaggregation the object can be described more detailed as a
topology of objects of its own kind i.e. belonging to the same class.

The object taxonomy was built by explicating the key concepts - phenomena, control,
purpose, probability, consequences - of the definitions further. Phenomena are spontaneous
physico-chemicalphenomena. Controland purpose make phenomenaa process; phenomena
are allowed to take place only in a certain interior where the rate and the extent of the
phenomena are being controlled to realize a certain purpose. Control is put into practice
by the boundary and the interactions (mass flow, energy fiow,-information fiow, etc.)
ttough this boundary. Loss of controlmeans breaking of the boundary or the malfunction
of the interaction. Purpose is composed of functional specifications and performance
constraints. The former refers to the expectations on the material input and on the desired
material and energy outputs through the process boundary and to the desired phenomena
for carrying out the conversion in the process interior. The latter, performance constraints,
refers to the criteria and requirements for process performance (goodness) evaluation.

Association of Safety with Process

PROCESS

'a

OantnalofPhanonienafaraPunxiw

SAFETY
isqusRiiSsd

bvPtct»faaw»ttat(Vi^o«PtMinomaoatolortB^
byCbnswnwndBa

PhWliHlWIw)

PuWKnaww
(THCSaiV

TtanitafphmocMns
(mi >inilw.Ciwlf1w....>

Figure 1. Conceptual association of safety with process.

The association of Safety with Process is difficult on the general level. However, when
defining the concepts based on the definitions earlier, it is evident that safety can be linked
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to process as presented in Figure 1.
The Probability that controlof phenomena is lostmeans eithera subjective probability

distribution or a statistical frequency distribution on the time axis depending on the
available knowledge (van Steen and Gerlings, 1989). Actually, probability is a relation
between probability and time. The object 'relation' has the attributes structure, state and
performance. Furthermore, the probability that control of phenomena is lost has two
contributing factors: the phenomenon which is the objectof the control, and the boundary
and interaction which are the means to control. The value of the probability is dependent
on the structure (typeof the distribution function) or on the state (parameter values in the
distribution function) of the probability relation object. This stnicture is defined by the
probabilistic events which are related to the boundary and the interaction. The state of the
probability relation is dependent on the nature of the phenomenon and on the nature of the
material in which the phenomenon is taking place.

Consequences are characterized as being undesiredand irreversible which means that
they cause damage more or less impossible to repair. The damage may be caused only to
the process itself or even to the whole universum. The damage may be quantified by the
loss of economic, esthetic and cultural value, by the loss of health and life, by the amount
of human suffering etc.

Damage occurring in the exterior is caused by the phenomenain the exterior material.
This material may include some material which originally belongedto the interior or to the
boundary and was moved over or from the boundary due to an release, explosion, Hre, etc.
The phenomena in the exterior are not under control usually. However, some control is
possible if suitable protection and emergency procedures are available. The quantity of the
damage in the exterior depends on the rate and on the extent of the phenomena occurring
in it and there is no basis to de&ie certain general areal or temporal limits for the exterior,
but they must be considered case by case.

When having defined process and safety in the object hierarchy, we can define process
design by the same concepts. Process design is decisions on the control - boundary and
interaction - of phenomena (Pohjolaet al., 1993b). After having defined the boundary, i.e.
having designed the process, there is the interaction left which can be changed. Process
operation is then decisions on process interactions (Pohjola et al., 1993b).

SAFETY BALANCE

Safety baianoe
control volume

I**

r\

Total safiBfa . ♦Safatv^ - .. I • s

figure 2. Safety balance (Pbhjola et al., 1994).
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The notion of safety balancewas first presentedby Pohjola et al. (1993b)and will be
demonstrated shortly in (Pohjola et al., 1994). The safety balance is needed to assess the

^ change of the total process s^ety due to the changes in safety ofthe parts of the process.
These changes may occur in all of the process elements - in the interior (phenomena), in
the boundary, in the interaction and in &e exterior - during the process design. In process

^ operation the boundary is fixed and changes are more likely in the control ofthe process
orin the exterior. Nevertheless, unintended changes in boun^ry, corrosion orrupture a.e.,
may occur affecting the safety during the operation, too.

SAFETY IN PROCESS DESIGN

« Safety requirements can be taken for a constant for the total process which is to be
designed. Generally, Safety = ffProbability, Consequences] (Requirements, 1991), hence,

The totalSafety = f{Aggr{p)[Prob.(i)], Aggr(C)[Conseq.(i)]} = Constant (1)

(Pohjola et al., 1993b) where the constant represents the safety requirements. As stated
before, it is not common to have defined safety requirements. And even if they exist, it
does not he^ the designer very much in the detailed design. According to our methodolo
gy, safety balance can be written

m

Total safety^ectanuuted = Safetyi^ - Safety^^ + Safetyg«e«ed/di«ip«ed = Constant. (2)

Hence, by disaggregating the process in relevant subparts and by selecting safety
balance control volume accordingly, we can use the safety balance as a technique to
translate the safety requirement of the whole process into requirements for the subparts of
the process. Process design is decisions on the control - boundary and interaction - of
phenomena. In the synthesis-analysis-evaluation task cycle we first have safety as a part of
the performance function. Ifwe decide to weight the s^ety most, we end up to the Safety-
Driven Process Design methodology, which means that we let safety guide our decisions.

^ If the safety part of the performance function is dq)endent on the structure of the process,
the synthesis will be considered from the safety point of view in safety-driven process
design. When the structure has been synthetised we analyse the state and proceed to the

m evaluation activity. Evaluation has the systematics to compare different alternatives with
each other including the safety point ofview), or the pn^uced design (safety) with the
(safety) requirements. Along the synthesis-analysis-evaluation loop we get more information
on the safety of the designed object and we can compare the achieved safety with the
requirements more and more reliably.

A simple example, where the total safety has been defined by aggregating the
probabilities and consequences of the subparts of the process and the safety balance has
been used, will be presented in (Pohjola et al., 1994).

DISCUSSION

The mostly used and only methodology in process design has been the one by Douglas
(1988). Ponton (1993) has buUt 'an environment for creative process design* which,
however, is based on the Douglas methodology as well. The deficiency in these develop
ments is that the decision criteria can not be weighted as desired wMch means that the
economy is the leading factor in the design.

Our methodology starts from the very basic definitions, and models both declarative
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and procedural knowledge by using object and task hierarchies. So far everything seems
to woric well, but we are aware that there still is a lot to do before this methodology is in
every day use. One of the biggest problems will be the lack and the poor quality of the
knowledge which especially is a problem when speaking about the safety. The other
problem will be the acceptable safety and the representationof the safety requirements. One
attempt to take the safety requirements into the design process was made by Kams et al.
(1992) as they presented the Achievability analysis concept.

CONCLUSIONS

Safetyconsiderations in process design havebeen moved from the use of the experien
ces - the adherence to good practice - to the use of the safety analysis for two decades ago.
We suggestthat the third generation in this developmentwould be the safety-drivenprocess
design which has been briefly presented in this paper.
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SHORT-CUT RISK ASSESSMENT
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SUMMARY

Performing a short-cut risk evaluation leads to a better understanding ofthe system -
particularly of incident scenarios, hazard identification and human response in an
emergency. Generating estimates of risk allows the benefit of risk reduction measures to
be gauged. The method adopted here uses estimates of event likelihood per year and
consequences as measured by severity. The factors given in the severity categories
encourage a complete study ofthe ways ofcausing damage and harm to property, business,
people and the environment. The assessment values also serve to indicate where further
work is required, including performing a detailed Quantified Risk Assessment.

THE ASSESSMENT OF RISK

In general the standards of safety in the process- industries are high due to the
implementation of rigorous management systems, the safety awareness of the workforce,
and compliance with regulations,,codes ofpractice and standards. To this approach can be
add^ risk management with fiill or partial Quantified Risk Assessment (QRA) being used
particularly for the assessment of major hazards. The process of risk assessment involves
an analysis phase incorporating hazard identification, risk evaluation and assessment aginst

^ set criteria.

Other factors also affect decisions as to the suitability ofa project orwhether to keep
an activity operating. These include:

^ •Economic criteria for justifiable expenditure and consequential loss.
•Acceptability criteriafor effluents, emissions, wastes and noise.
•Access, egress, environs and location ofsite.
•Acceptability and consultation requirements of outsidebodies.
•Impact on site ofnotifiable status.
•Availability of local expertise, skills and training.
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Considerable experienced judgement is needed to interpret all these factors and allow
for the uncertainties inherent in the calculation. It is also on occasion necessary to convince
others that the risk is tolerable and under control. QRA provides objective data to assist in
judging divergent views on the allocation of resources to safety expenditure. It assists in
making decisions as to whether to cease production on a large plant whilst repairs to a
section are carried out. Ofcourse there will still be disagreement about the potential hazard
or the tolerability to risk of the public around the site. However some ofthe arguments can
then be related to quantitative values which are capableof rigorous scrutiny. Hence QRA
leads to a better understanding of the system and its potential weaknesses enabling a
significant reduction of the risk to be achieved.

TOLERABLE RISK

The target of any company is to have zero accidents. However it is inevitable that
unlikely major events will occur at some location because of the large number of
companies worldwide. So arguments have been accepted by Regulators that the staff of an
operating companyshould when canying out a design use a company standard which sets
target values for the maximum risk which might be tolerated from their activities. In the
UK these values have been greatly influenced by publications on risk criteria for land use
planning by The Healthand Safety Executive. An intolerable risk is specified which cannot
be justified on any grounds, say an individual risk of 10-4 fatalities per year; a broadly
acceptable region is stated in which the risk is considered by the Regulators to be
negligible, say 10-6 peryear; and inbetween is the ALARP region where the risk should be
as low as reasonably practicable and only undertaken if a benefit is desired.

The current company target values for land-based operation which companies in the
UK appear to be using are similar to those given in Table 1.

Table L Target values of risk
Employee individual risk

• All process causes 3 X10-5 peryear
• Specific process cause 10-5 per year

Public individual risk

• All process causes 10-5 peryear
• Specific process cause 10-6 peryear

Risk of major incidents (i.e. societal risk)
• Near miss from all process causes 10-4 per year
• Accident from all process causes 10-5 peryear
• Catastropliic accident from all process causes 10-6 peryear
• Accident from specific process causes 10-6 peryear
• Catastrophic accident, specific process causes 10-7per year

These are compromise best estimates obtained from canvassing opinions in industry
andthe above values quoted byHSE. Thehighest targets might be exceeded byan order of
magnitude (x 10) in cu'cumstances deemed important by the company. If any vulnerable
groups were inthevicinity then themore restrictive values would apply. Such target values
of tolerable risk would probably be considered acceptable by many social categories of
people and someone working at the location. But they certainly would not be accepted by
groups including a majority of egalitarians or sectarianists. Any member of the public
would be aggrieved to find a chemical development in "their bacl^ard*. So the debate will
continue and increasingly people have the right to know. This has increased the extent of
disputes over risk values and marked the end of pronouncements from on high of
acceptable risk...and quite right too given the uncertaintiesin the data, see Table 2.

n
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Table 2. Sources of Uncertainty in QRA
System description
Processdescription, drawings, or procedures do not represent actiiaiit>'.
Site area maps and populationdata maybe incorrector out of date.
Available weatherdata maybe inappropriate.

Hazard identification

Failure to identify all the significant failure events
Poor modelling of the incident scenario
Failure to include all significant events which have been identified
Identification of major hazards andtheircauses may beincomplete.
Hazardscreeningtechniques mayomit important cases.
Failure to incorporate all control measures in incident scenarios.

Frequency techniques
Extrapolation of historical data mayovertook hazards from scale-up.
Limitation of fault tree theory requires system simplification.
Incompleteness in fault and event tree analysis.
Data maybe inaccurate, incomplete, or inappropriate.
Inherent problems in ascertaining human factors.
Frequenciesmodifiedby different managementand maintenance factors.

Consequence techniques
Inappropriate model selection and validation.
Incorrect physical basis for model and uncertainties in physical data.
Source terms selected incorrectly.
Uncertainties in damage effects.
Mitigating effects incorrectlyapplied.

Risk estimation

Assumptions to reduce the depth of treatment
Restrictedconditionsof wind speedand stability.

Anabsolute estimate of risk is compared with specific target values of estimated risk.
This is therefore highly sensitive to uncertainty resulting fi-om errors in the evaluation due
to incompleteness or inaccurate manipulation of data. Typically the likelihood of a given
top event in QRA estimates has an absolute uncertainty of one or more orders of
magnitude, that is a difference such as exists between 10-4 and 10-3. Such an order of
magnitude uncertainty in individual risk often corresponds to a much smaller uncertainty in
physical location of the isorisk contour from a flammable event as many physical effects
diminish rapidly with distance. This is not necessarily the case for toxic events which can
reach surprising distances in both gaseous and liquid phases. Therefore in this case the
values of absolute risk must be treated with great caution and at best merely indicate that
high standards have been adopted to reduce the risk to the general levels usually found
acceptable within the process industries. Certainly it would be very hard in such a case to
justify the accuracy ofthe absolute risk value.

The relative use of risk estimates is less sensitive to error as the resuhing risk
estimates are subject to similar uncertainties, many of which will cancel out when
evaluating the change in risk. It is therefore possible to estimate the reduction in risk
achieved through the modification of a system with considerable accuracy, and only cases
falling near or into an intolerable risk zone need to be prioritised for detailed study. The
regular use of such estimates for all manner of situations enhances the judgement as to
whether the risk involved in the task appears acceptable and encourages more accurate
evaluation when this is necessary.
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SHORT CUT RISK ASSESSMENT METHOD (SCRAM) ^

The assessment of risk using short-cutmethods enables the analyst to be able to claim
that the plant or the task has been assessed and adjusted such that the plant is designed to p
thesame standards of safety and procedures as those considered to represent good practice
in the process industries. The production standards necessary to maintain these norms will
orhave been identified and appropriate measures taken toensure they are implemented and ^
that continued vigilance is affected. Although further improvements might be made these
would probably involve such costsas to make the plant uneconomic. Also lower standards
would expose the companyand its total environment to undesirable financial risk. However ^
the company will continue to review its safety standards and maintain them at an
acceptable levelas risk criteriacontinue to tighten.

The technique accepts that the absolute value of risk v/Ul not be assessed with ^
confidence due to uncertainties in the data. However the company's shareholders,
employees. Regulators, public etc. can be assured that the risk to the environs will be
sunilar to that in comparable processes and that appropriate measures will be taken to
reduce any impact of emergencies no matter how rare these might be.

Several methods exist for short-cut risk assessment. In the Shon Cut Risk Assessment
Method, SCRAM, the risk is defined in terms ofthe Likelihood, L, of a specific undesired H
event occurring within a given period or in particular circumstances and the Severity, S,
which is a measure ofthe expected consequence of an incident outcome.

The target risk is defined by the equation; P

Target Risk = logioloL+ logiQlOS = L+S
where: H

•Listhe exponent oflikelihood as measured by fi-equency (anegative value),
•S is the severity category as given in Table 4. r-r
The target risk is only acceptable to the assessor when its value is equal to, or less

than, zero. Other methods are available which in effect sum the absolute values of these
terms and the choice ofwhich to use can be left to the femiliarity with each method of the
analyst. '

To reduce the risk either reduce the likelihood of occurrence, which is a measure of
the expected probability or frequency of occurrence of an event, and/or ameliorate the H
severity of the consequences or its occurrence by appropriate measures.

The severity categories which are assigned to any incident scenario should be based
on the highest level indicated by the category: The 'majof' consequences correspond to the ^
ranking of 'high' used as the highest level by many companies. The levels 'severe' and
'catastrophic' relate to very rare events occurring at most one in 100,000 years and are
included to reflect that such incidents may occur on a woridwide basis each year at each ^
facility. ' '

In no way should the list be used to imply that loss corresponding to a 'major effect on
business with loss ofoccupancy up to three months' is more serious than 'injuries to less H
than five plant personnel with 1 in 10 chance offetality". Most companies and individuals
within the company would regard the latter as more important. The list presents practical
targets for design purposes only. The severity categories given in Table 4 have no status.
They represent an amalgamation of various viewpoints collected over the years and are '
updated as authoritative views are heard at conferences and meetings. It has been noted
that there is an increased trend during the last decade to recommend higher task constraints H
and the recommended values for likelihood and severity ranking may well soon require an
increase by an order ofmagnitude i.e. fi-om 10-5 to 10-6 etc., paniculariy for categories
above major. P



The severity categories allow for the effects on the business of an incident. Further
attention has to feature, such as whether a new acquisition has the same high standards of
safety or a location may not have the same expertise available as at other sites of the parent
company. Even risk estimates can have an effect on the business. A communication to
reassure the public about risk can have the opposite effect if it is not seen to be credible
given the local reputation ofthe company. Similariy a warning as to the action to take in an
emergency can cause public concern, even though it is argued that this action will be
necessaryon average only once every 100,000years.

Table 4. Severity Categories
CATASTROPHICCONSEQUENCES: Severity 5
Catastrophic damageand severeciesm-up costs
On-site: Lossof nonnal occupancy 3 montlis
Off-site: Lossof normaloccupancy 1 month
Severe nadonal pressure toshutdown thisor similar plants
Three or morefatalitiesof plant personnel
Fatality of member of public or at least five injuries
Catastrophic damage and severe ciean-up costs
Damage tosites of special scientific interest or historic building
Severe permanent or long-term environmental damage to a significant areaof land
Acceptablefrequen^ 0.00001 peryear

SEVERECONSEQUENCES: Severity 4
Severe damageand majorclean-up
Major effect on business with loss ofoccupancy up to3 months
Possible damage to publicproperty
Singlefatality or injuries to more thanfiveplantpersonnel
A 1 in 10 chance of a publicfatality
Short-term environmental damageovera significant area of land
Severe media reaction

Acceptablefrequency 0.0001peryear

MAJOR CONSEQUENCES: Severity3
Major damage and minor clean-up
Minoreffect on business butno loss ofbuilding occupancy
Injuries to less thanfive plant personnel witli 1 in 10 chance offatalit>
Some hospitalisationof public
Short-term environmental damageto water, land, flora or fauna
Considerable media reaction

Acceptablefrequency 0.001 timesperyear

APPRECIABLE CONSEQUENCES: Severity 2
Appreciable damage to plant
No effecton businessother tlian lossof production
Reponable near miss incident under CIMAH
Injuiy to plant personnel
Minor amic^ance to public
Acceptablefrequency 0.01 times peryear

MINORCONSEQUENCES/NEARMISS: Severity 1
Near-miss incident witli significantquality released
Minor damage to plant
No effect on business

Possible injuiy to plant personnel
No effecton public, possiblesmell
Acceptablefrequency 0.1 times paryear
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FURTHER STUDIES

Should the results from short cut risk assessment appear sensible when tested against n
experience and should the accuracy required be appropriate, then a prioritisation can be '
carried out for further study A sensitivity analysis can demonstrate the significance of
effects although the absolute degree of uncertainty of ultimate effects cannot be
demonstrated by short-cutmethods. A full Quantified RiskAssessment can then be carried
out when appropriate making a 'precise' prediction of the realisation of the hazards, an
improved and realistic estimate ofthe level ofdamage from the hazards, a comparison with
company guidelines for risk and acceptability criteria, modification ofthe system to reduce
the risk, and resolution ofthe problem with provision made for feedback, feed-forward and
monitoring ofthe system.

A failure rate is not an intrinsic and immutable property of a piece of equipment.
Values vary due to factors such as the severity ofthe processing medium and the operating
environment, the suitability for service, the maintenance strategies adopted and factors ^
related to the data itself and the defined equipment boundary. The quality ofdata for use in
risk assessment is generally poor with much published data stemming from sources going
back past the 80's. This has achieved a certain status quo as it is perceived as giving H
historically correct answers. However, much ofthe data does not distinguish for example
between low recovery, fast and dangerous failures and high recovery, slow and safe failures
in control systems or data. It does not allow for changes in the historical record, such as
have affected the likelihood of BLEVE's and the time available for evacuation, due to the
change in relevant technology, fire-fighting and plant layout over the last 20 years.

Also data must be adjusted by a range of organisational, management and human H
factors. For many processes the factors affecting consequences are not critical as the extent
of possible damage is restricted and well defined. Also it is not difficult to distinguish
between a soundly run works operating technology which is well understood by the work P.
force and one badly maintained, having new or novel technology outside the skills ofthe
work force. Aprocess unit having novel technology at a site close to apopulated area, but
remote from technological support is obviously going to be more at risk. The approach H
recommended is to look for major variances in one or more factors and change values by
up to an order ofmagnitude. Ifsuch adjustments afifect key variables, such as the likelihood
of immediate cause and the probability of inadequate emergency control then the risk is "
almost certainly going to appear unacceptable. This will then direct appropriate remedial
action to either eliminate thedeficiency or reduce itseffects.

The study ofserious accidents often shows that there is a fairly immediate reduction H
ofsafety by the removal or degradation ofsome clearly identified defence against incidents
and this normally causes at least an order of magnitude increase in the probability of the
protection failing. It also shows that a procedure was not available in the event of an ^
emergency. Similarly changes occur external to the plant such as in external threats or in
plant environs. For example dwellings may be built close to the plant. Performance ^
indicators and standards should be set to control inputs, outputs and work activities. The
study of risk should identify specific indicators representing latent and active errors
affecting a given scenario. These are in addition to general indicators set by the safety «
management system or audits. For example the number of times a specific alarm sounds :
can be treated as aperformance indicator to discourage this being misused by operators.

Full motivational safety awareness must be maintained. People choose to behave ^
safely if they realise the consequences. Economic strictures might suggest continuing
operation when precautions are faulty but all concerned should be aware of the possible
consequences of this decision and its effect on residual risk. —
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INTRODUCTION

Careful scope definition is important for the success of every probabilistic risk
assessment (PRA). Agreement on the scope of the PRA betweenthe PRA analysts and the
decision m^ers who will use the PRA results is necessary to define the appropriate
resources needed to do the analysis and to ensure that the PRA will be able to provide
insights into thequestions of most interest to thedecision makers. This paper describes the

•systematic definition of the scope of the PRA being performed by LANL and PLG for the
^ 177 high-level waste storage tanks located at the U.S. Department of Energy (DOE)

Hanford facility.
PRAs typically use estimates of the frequency of severeaccidentsand/or healtheffects

resulting from accidents to measure risk. These parameters were also included in the
Hanford Tank Farms (HTF) PRA but were not foimd to be sufficient to describe the total
scope of the analysis. At Hanford, the PRAscope definition question wascomplicated by
the following factors:

• Because of the projected high costs and technological uncertainty of proposed
storage and remediation schemes, measures of economic and environmental risk as

^ well as health risk wereneeded to support the overall risk management of the site.
• Because the PRAspansdifferent eras in the life of the tank farms, different health,

economic, and enviroimiental risks are possible at different times.
'At Hanford, radioniiclides and hazardous chemicals released into the soil may

remain there for hundreds or thousands of years before reemerging to produce
unwanted consequences. Thus, for these accident sequences, there is a difference
between the time of the event and the time of the consequences.
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• For sequences where there is a time span between the event and its potentid
consequences, changes in site use restrictions during the period in question could
impact the predicted magnitude of the consequences in the future.

To comprehensively address these issues, three dimensions were used in defining the ^
scope ofthe HTFPRA. They are as follows: !

1. The time span of the events included in the PRA.
2. The time span ofthe consequences included in the PRA.
3. The consequence measures used as risk indices
The next three sections discuss each scope dimension in detail and support the

integrated scope description presented in the final section. p

TIME SPAN OF THE EVENTS INCLUDED IN THE PRA ^

The life cycle of the Hanford Tank Farms can be described in terms of the four eras
or phases that are discussed below. Each era presents different potential health and ^
economic risks. It is recognized that the boundaries between these eras cannot be neaUy
delmeated at any one point in time. They will necessarily overlap and be of different
durations for different tanks. None-the-less, these eras provide auseful basis for descnbmg ^
the scope ofthis and future risk assessment activities.

Production Era m

This is the period of plutonium production that began in 1943 and wntinued for
approximately 50 years, until present time. This era includes the direct loading of wastes ^
from separation and purification processing to the tank farms as well as the in-farm
processing and evaporation of wastes.

Releases of radionuclides and ha2ardous chemicals did occur in this era to both the ^
atmosphere and the soil. Acute health effects from these releases, ifknown, are ahready
realized and are not considered further in this analysis. Delayed consequences from
hazardous materials still in the soil beneath the site are possible. ^

Interim Storage Era

This is the period of time between the interim stabilization ofnonwatchlist tank wastes ^
and the final stabilization for long-term storage in place or removal of the wastes for
processing. Risks from activities to stabilize watchlist tanks and maintain and characterize
all tanks are included in this era. Additions ofnew waste from site-wide clean-up activities ^
will continue through this era, which is expected to last 10 to 20 years.

n*
Remediation Era

This is the period when tank wastes are prepared for fmal long-term storage. Activities
in this era are expected to take 20 to 30 years, and may range from minimal action to "
removal of all tank wastes for processing and disposal.

Long-Term Storage Era

Even the most ambitious proposals for remediation of the HTF include long-term
storage ofat least low-level wastes onsite. Long-term storage should begin within 30 to 50 ^
years from now and extend indefinitely.
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THE TIME SPAN OF THE CONSEQUENCES INCLUDED IN THE PRA

Radionuclides and hazardous chemicals released into the soil at Hanford may remain
there for hundreds or thousands of years before possibly reemerging to produce unwanted
consequences. Factors influencing the timing of the consequence realization include the
time, magnitude, and location of the initial release as well as future restrictions on public
access to the Hanford site.

Two areascontaining tank farms are located in the aqjproximate center of the Hanford
reservation. Radionuclide or hazardous chemical releases from the tank farm area must
travel at least 2 miles to reach the nearestpoint of public access, highway 240, and at least
8 miles to cross the nearest point of the site boundary. With these boundaries, hazardous
compounds released into the soil may bind with minerals and become immobile or decay
and dilute sufficiently before reaching the site boundary so that their potential health risks
are negligible. If the boundaries of the site should be moved in the future and the general
public allowed closer access to the tankfarms, potential health effects from future, or past,
releases could be increased. This is especially true if water wells are dug onsite, allowing
a newmore directexposure path to be formed. Thus, changes in site use restrictions could
impact the magnitude of future consequences predicted from past or future groundwater
contamination.

CONSEQUENCE MEASURES INCLUDED IN THE PRA

Health Effects Risk

W

Potential health effects from exposure to radionuclides and hazardous chemicals are
included in the HTF PRA. As described in report Section 6, radionuclide exposure is
measured in person-rem and converted to health effects through the use of generally
accepted models. Hazardous chemical exposure is measured by the estimated peak
concentration of the chemical in the environment and is generally not converted into
potential health effects.

Potentialhealthrisksfrom atmospheric releasesare calculatedfor the onsite workerand
the offsite populations. The sources of risk included in the HTF PRA include exposure
from accidental releases and their cleanup. Normal occupational exposure is limited by
regulations and is assumed to present negligible health risk. Delayed doses from
subterranean liquid releases are also calculated but are reported .separately due to the
difference in time and the fact that any consequences will be realized by different
individuals.

Economic Risk

Decisions on alternativestrategies for storage and remediation ofthe HTF will consider
costs as well as possible health effects. The measure of economic risk is, of course, dollars,
and procedures for incorporating time-value effects in decision making are well known.
The systematic inclusion of uncertainty in economic analysis is much less prevalent

>^en viewed from the decision-making perspective, the sources of economic risk
include uncertainty about the cost of planned activities as well as accidents. For the HTF
PRA, the following categories of economic risk have been identified for evaluation:

Expected Costs for Storage and Remediation Activities. This category includes the
estimated costs of normal storage and planned remediation activities. Decision alternatives
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may include trade-offs between one-time remediation costs and long-term maintenance
costs.

Added Costs from Technological Failure of Planned Remediation Activities. New
technologies inherently present the risk of technological failure. Major technological
uncertainty exists about the characteristics of the HTF wastes, the ability to stabilize them
in-situ, remove them from the tanks, concentrate radionuclides, and vitrify waste to
repository specifications. Setbacks and failures in these and other tasks represent significant
economic risks.

Onsite Cleanup Costs for Accidents. This includes the collection and disposal of
contaminated soil, the repair of damaged tanks, or the interdiction and treatment of
contaminated groundwater.

OffsiteCollateralDamage fromAccidents. Included inthiscategory is theeconomic
cost ofoffsite damage to the local environment, such aslost farm production, contaminated
fisheries, or the forced outage of WPPS #2.

DOE Programmatic Damage from Accidents. This includes any added costs to DOE
for remediation and restoration activities at Hanford and other facilities that result from an
accident at Hanford. This is analogous to the Three Mile Island action plan requirements
that were imposed on all commercial reactors after the Three Mile Island Unit 2 accident.
An example might be that an accident at 101-SY would cause DOE to retrieve all
single-shell tank wastes rather that leave them in place.

INTEGRATED PRA SCOPE DESCRIPTION

Thetiming of potential HTF events andtheconsequence discussed above canbe joined
to define the time span of coverage of the PRA. Because of the potential delay between
the time when hazardous materials are-released into the soil and the time when they may
produce health consequences, a two-diniensional concept of time is needed to describe the
scope of coverage of tfie PRA. Figure 1provides a graphical representation of this concept.
The times of risk-producing events represented by the life cycle eras of the HTF are
presented along the top axis from left to right. The vertical axis depicts the time when
consequences fi*om a release are realized. For acute health effects from atmospheric
releases, there is no delay between the time of release and the time of consequence. For
releases into the soil, however, there is a potential delay from the time of release until the
material migrates offsite or the site boundaries are changed allowing public access to
alreadycontaminated areas. Usingthese two axes, nine hypothetical regions are defined for
potential risk evaluation.

Region 1 represents the completed production era for which acute consequences have
already been resized. Regions 2 and 3 represent the potential future consequences from
releases that occurred during the production era. These potential future consequences are
arbitrarily divided into time spans with and without continued restriction of public site
access. Regions 4, 6, and 8 represent the potential future consequences from events
occurringduring the interimstorage, remediation, and long-termstorage eras while site use
restriction is continued. Regions 5, 7, and 9 represent the potential consequences from
events occurring in these eras after the expiration of site use restrictions.

The HTF PRA effort is divided into three phases. The first phase addresses health and
economic risks for time scope region 4 (interim storage) from Tank 101-SY. This report
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Figure 1. Hanford Tank Farm life cycle and scope of the PRA.

documents the results of Phase 1. Phase 2 will expand the evaluation for region 4 to all
177 storage tanks, and Phase 3 will address regions 6 (remediation) and 8 (long-term
storage).

Time scope regions 3, 5, 7, and 9 are not included in this analysis because potential
risks in the very long term are believed to be dominated by releases that have already
occurred in the production era. These releases include approximately 200 million gallons
of supernatant liquids skimmed from the tanks and deposited in cribs^ plus between
600,000 and 900,000 gallons from tank leaks.^ Any additional leaks occurring during the
interim storage or remediation eras will add only incrementally to the radionuclide inventory
already in the subterranean environment at Hanford. Preliminary analyses of the potential
risk from subterranean contamination indicate the following points:

• The leaked fluids are primarily composed of cesium 137 and strontium 90 plus
much smaller quantities of longer-lived isotopes. Cs and Sr both exhibit haif-lives
of about 30 years and therefore will be substantially decayed away within about 300
years.

• Estimates of the time that it would take for these radionuclides to migrate beyond
the current site boundaries range frbm 300 to 1,800 years. Thus, Cs and Sr may
never migrate beyond the current site boundaries in significant quantities.

• Risks over the very long term will then be dominated by questions about the
possible propagation of long-lived isotopes (released during the production era)
through the subterranean environment and the very long-term access of the public
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to the site. No decisions currently available to DOE management will influence the
outcome of these questions.

With the time scope regions of interest identified above, the important consequence
measures can be specified for each region to define the total scope of the PRA. Table 1
presents a matrix describing the total scope of the PRA.

Table 1. Integrated PRA scope definition matrix.

CONSEQUENCE MEASURES

HEALTH RISKS ECONOMIC RISKS

HTF LIFE CYCLE

ERA Worker

Acddcnt

Exposure

Worker

Qtanop
Expoiure

Omite

Populition

Expotore

Deliyed

Exposure
to Leaks

Expecied
Operating

Costs

Technological
Ftiiorc

Acddcat

Onsitc

Ccanup

Costs

Acctdent

OlTsitc

CoUateral

Damage

Accident OOC

Programmatic
Damage

Inicrini Sionge [4| \2 1.2 U 1.2 U 1.2 1.2

Remcdiauofl (6) 3 3 3 3 3 3 3 3 3

Long'Tcim StongefS] N/A N/A N/A 3 3 3 N/A N/A N/A

1 PRA Phise 1. Tank lOI-SY Only
2 PRAPb«M2. AtlTinki

3 PRA Phate 3. All Twki

REFERENCES

1. J. D. Anderson, A History of the 200 Area Tank Farms^ WHC-MR-0132, Table 6 (1990).
2. Tank Farm Surveillance and Waste StatusSummary Reportfor July 1992^ WHC-EP-0I82-52,

Appendix H (1992).

n

I-)

n

n



RISK MANAGEMENT APPLICATIONS AT THE INEL FOR

ADVANCED TEST REACTOR OPERATIONS AND SAFETY AND

ENVIRONMENTAL RESTORATION AND WASTE MANAGEMENT

Steven A. Atkinson and Robert L. Nitschke

Idaho National Engineering Laboratory
EGi&G Idaho, Inc.
P. O. Box 1625, Idaho Falls ID 83415

INTRODUCTION

Risk management employing risk assessment methodologies is being actively
applied for many different activities at the Idaho National Engineering Laboratory
(INEL). The major applications under the jurisdiction of EG&G Idaho, the principal
operating contractor at the INEL, are in the areas of operations and safety upgrades
at major operating facilities such as the Advanced Test Reactor (ATR), for facilities
hazards assessments, and for environmental restoration and waste management safety
and risk assessment, operations, and program decisions.

The ATR has recently completed a major safety envelope analysis and upgrade
programinitiatedin 1987 that included a full probabilistic safety assessment (PSA) and

^ a strongrisk management emphasis. With the completion of the base ATR PSA, the
majorfocus of ATR PSAactivity is nowon riskmanagement. The principal objective
of the ATR PSA program has been to apply the results and insights from the PSA to
guide safety improvements and to evaluate and prioritize potential facility or
operational changes, questions or concerns. Risk management applications gain
importance as ATR begins operating on a more restrictivebudget which requires that
only the "real" problems be addressed.

Risk analysis and risk management has become a major component of INEL
environmental restoration and waste management programs in order to define
responsible and cost-effective approaches to control and minimize the risks from
residual waste and current and future waste management activities while also meeting
federal and state requirements. Risk analysis techniques and risk communicationplay
a keyrole in the decisions made,withpublicinput,by the three responsible regulatory
agencies (Department of Energy, State of Idaho, and Environmental Protection
Agency) concerning sites with potential harmful health or environmental effects.

*Work supported bythe U.S. Department ofEnergy, Assistant Secretary forNuclear Energy, underIdaho
Operations OfBceContract DE-AC07-76ID01570.
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THE ATR RISK MANAGEMENT PROGRAM

n

The ATR management organization directs the ATR PSA and provides risk
management support Most of ^e associated risk assessments are performed by the
EG&G Idaho Risk Assessment Unit, a professional support group that provides risk ^
assessment services for the Idaho National Engineering Laboratory and other
Department Of Energy (DOE) facilities and for the U. S. Nuclear Regulatory
Commission. The full ATR PSA model is on personal computer software for „
performing risk management evaluations. The development of simple software and
training ATR support groups on its use is also being done for routine use that would
not involve PSA model revisions. ^

ATR risk management activities, including a review of operational incidents and
facility operating data, are compiled and reported to management yearly in an ATR
Risk Management Report.

ATR PSA APPLICATIONS AND RISK MANAGEMENT ACTIVITIES

The results, insights, and risk models of the ATR PSA are being used to address
the following reactor operations issues:

• Defining risk-significant, cost-effective upgrades,
• Operational safety improvements such as operator training for transient

management, procedures improvements, and for instrumentation and controls, '
• Reviews of proposed facility or operational changes,
• Evaluation of operational occurrences and other safety or risk concerns, n
• Providing guidance for aging and maintenance improvement programs, i
• Provide input and guidance to other safety upgrade programs

n
Operational Safety

A principal application of the ATR PSA has been to provide input to the m
development of upgraded emergency operating procedures now in use at the ATR.
The ATR PSA defined important accident sequences, the important contributing
component and human errors and their associatedfailure modes, and important system ^
interactions or dependencies all of which are important for the development of
emergencyprocedures. The ATR PSA included detailed human reliabilityanalysesfor
the significanthuman errors whichdefined significant improvements in the emergency n
procedures. Additional improvements to emergency and abnormal operating
procedures are being defined from the recently completed shutdown operations PSA.

n

Operational Occurrence Reviews

Operational occurrences and other reportable ATR events are reviewed for their "
risk si^iificance. All event and operations data are collected, tracked, and periodically
updated to define current event and component failure frequencies for the ATR and
to detect any significant trends. Effects of prior facility inq}rovements show a trend of n
decreasing occurrences for several important initiators. However, as the facility ages, '
other component failure events are beginning to increase such as diesel generator
failures and certain check valve failures which has identified a need to overhaul or n
replace these components in order to preserve the current low fuel damage frequency
estimate.



ATR Safety Envelope Upgrade Program

The ATR PSA is utilized to provide guidance, input, and reviews for the following
ATR safety and operational upgrade projects:

• New process and experiment control systems and simulator upgrades
• Accident monitoring instrumentation and safety parameter display system

« • Emergency planning upgrades
• ATR aging and life extension
• Safety equipment qualification
• ATR maintenance and surveillance improvements
• Updated ATR Safety Analysis Report and Technical Safety Requirements

Significant Applications

Some of the significant risk management applications of the ATR PSA, besides
" the development of upgraded emergencyprocedures, have been:

• Identification of the most risk-significant and cost effective facility upgrades to
significantly reduce the fuel damage risk exposure for external events
(relocation of a battery-backed power system, diesel-generator pit flooding
mitigationupgrades, and seismic upgrades),

• Identification of risk-significant and cost effective facility and operational
upgrades to significantly reduce the risk for shutdown and cask handling
operations (some of these were to simply recommend that certain operations
be restricted to the period of shutdown when the reactor is defueled).

• Elimination of a $2.5 million diesel generator electrical system upgrade shown
to not be risk-significant and halving the cost of a battery-backed power system
relocation project based on what was risk-important,

• Evaluating the fueldamagerisk implications of componentfailures and outages
as ATR equipment reaches end-of-life. Risk-based guidance is beingprovided
on temporary, alternate operational configurations, acceptable outage times,
surveillance, and possible Technical Specifications changes.

• Evaluating proposed operational upgrades and operational incidents for their
risk-significance to provide management guidance,

• Defining the most risk-significant components and subsystems, based on both
their importance to the PSAresults and their significance if failed, for use in
theaging, maintenance improvement, andenvironmentalqualificationprograms.
The con^ement analyses for severe accidents performed for the Level 2 PSA
also provided input to the environmental qualification study.

The ATR operates with buses that are continuously powered by an operating
diesel generator andbacked up bya fast auto-start diesel generator located separately
from the running diesel generator. In addition, significant loads are on a swing bus
that will automatically switch to off-site power upon a loss of the diesel generators.
The external events analysis for the PSA defined potential flooding of the diesel
generator pit (where the two machines used to normally provide diesel generator
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powerare located) as a dominating fuel damage riskcontributor which resulted in the
estimated ftiel damage frequency being an outlier for nuclear reactors. The diesel pit
flooding sequences were significant because ofits location over the common electrical
systems switchgear room, potential paths for the flooding to propagate directly to the
critical switchgear, and the high firequency for the initiating event (diesel pit flooding ,1^
had previously occurred several times). The battery-backed power system relocation
and upgrades of diesel pit seals and drains essentially eliminated these sequences and
reduced the estimated mean fuel damage frequency by 70%. Several seismic upgrades
defined from the PSA decreased the fuel damage risk by another 5%.

ENVIRONMENTAL RESTORATION AND WASTE MANAGEMENT
RISK MANAGEMENT ACnVITIES

Three types of riskassessment and managementactivities are performed for INEL
environment^ restoration and waste management programs. The first is a per
formance assessment for the disposal and control of radioactive waste. This involves
a computational determination that waste disposal will meet performance objectives
for chronic and acute exposures from released radioactivity now and into the future.

The second type of risk management activity supports safety analyses for waste rn
management facilities operations and environmental restoration activities for former
facilities and completed activities including decontamination and decommissioning
(D&D). Risk assessment methods are used to define the dominant risk contributors n
so as to better identify and control the vulnerabilities. Final Safety Analysis Reports
(SARs)have been completedfor the three majorwaste managementfacilities operated
by EG&G Idaho for the INEL; the Waste Experimental Reduction Facility (WERF),
the Mixed Waste Storage Facility (MWSF) and the Radioactive Waste Management
Complex (RWMC). WERF processes low-level radioactive waste (LLW) by com
paction, incineration, and metal sizing operations. MWSF provides temporary storage
for mixed LLW. RWMC is an 165 acre controlled access area with facilities and
equipment to dispose of INEL generated LLW and to temporarily store and manage
transuranic waste (TRU) received from the INEL and other DOE sites. Preliminary
SARs have been prepared for the Dry Cask Storage Program and the Waste
Characterization Facility (WCF).

Safety analyses including risk assessment have also been performed for
environmental characterization or restoration activities in support of D&D of the INEL
Hot Laundry and the formerBoiling Water Reactor Experiment-V (BORAX- V), and
to define an interim cleanup action for unexploded ordnance locations from when the
INEL had been a U. S. Navy gunnery test range.

The third risk management activity pertains to remedial investigation and
feasibility studiesperformed to definepreferred alternatives for appropriate action to
prevent, mitigate, or abate a potential release of hazardous substances from inactive
waste sites. This activity is the one which makes the most use of risk assessments and
risk-based decision ma^g. A baseline risk assessment is performed to provide
guidance for the evaluation of alternative actions including the possibility of no action.

Four hundred potential remediation sites have been identified at the INEL.
About 90 of these have been subsequently identified as needing no remedial action.
About 200 sites need only a screeningevaluation in order to determine that no action
is required (60 of these screening evaluations havebeen completed). About 150 sites
need sampling data to confirm or refute their risk potential (15 of these have been
completed). Twenty of these sites have been further classified as needing a baseline
risk assessment to define or to evaluate remedial action alternatives. Three of these
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assessments will be discussed as examples for the application of risk management
methodologies for waste site environmental remediation decisions.

EXAMPLES OF RISK MANAGEMENT FOR WASTE SITE REMEDIATION

Three ex^ples of the application of risk assessment to define alternatives for
waste site remediation consisting of verydifferent contaminant situations are discussed.
Note that risk management decisions for this process (under the CERCIA act) are the
jurisdiction of the DOE Idaho Office, the State of Idaho, and the Environmental
Protection Agency (EPA), Region X. These examples consist of:

• A site containing containerized disposed plutonium contaminated evaporation
salts on a pad covered by soil. A baseline risk assessment was conducted to
determine the incremental risk to the public and the environment if no action
was performed to determine what if any action would be needed.

• A unlined pond formerly used for the disposal of low-level radioactive waste
water. An interim action risk assessment was performed for potential on-site
worker exposures to determine the risk to the workers and to assess potential
alternative actions.

• A site with leaking volatile organic contaminants from shallow buried drums.
A baseline risk assessment was conducted to determine the incremental risk to
the public and environment if no action was performed based on an assumed
future hypothetical residential exposure. This risk assessment was then used to
determine whether remedial action was prudent.

^ Risk Assessment for Buried Containerized Radioactive Waste

The site for the first examplewasa disposalsite constructedin 1972 to handle and
store containerized radioactive waste contaminated with less than 10 nCi/g of TRU.
Thiswaste was predominately evaporator salts firom waste water treatment at another
DOE facility site. The containers consisted of 55 gallon drums and plywood boxes.

" The containers were stacked horizontally in staggered layers on an asphalt pad. In
1978 the site was closed by placing plywood or polyethylene over the containers
followed by about 1.4 m of soil. At the time of closure, there were over 18,000 55-gal

^ drums and 2000 plywood boxes for a totalvoliune ofover10,000 cubic meters ofwaste.
The baseline risk assessmentfor this first examplewasconducted to determine the

risk to the public and to the environment if no remedial action were taken. The
evaluation assumed 100 years of institutional control over the site followed by 1000
years with no control. Both an occupational and a hypothetical future residential
exposure scenario were considered with up to five exposure paths (soil ingestion, soil
inhalation,direct exposure from radionuclides, ingestionofgroundwater and of home
grown produce).

The risk characterization indicated that the carcinogenic risk for current and
future scenarios was below or within the National Contingency Plan acceptable risk
range (Code of Federal Regulations, Title 40, Part 300) of 10"* to 10"^. The only
potentially imacceptable result was for an infant about 200 years into the future from
nitrate contamination of the groundwater. Based on this assessment, it was decided
to take only limited action to contour the soil cover and to monitor water infiltration
and the erosion rate over two years to confirm the sufficiency of the assessment.
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A Nuclear Facility Decommissioned Low Level Waste Pond

n

The subject of the second example is an unlined pond which had been receiving
LLW water from operating nuclear reactors since the early 1950's and other waste
water from coolingtowerblowdowns, ion-exchange wastes,and supporting laboratories.
The pond and its three wastewater infiltration/evaporation cellscovers approximately i
four acres.

Water evaporation and infiltration over the years has resulted in the pond
sediments becoming highly contaminated with Co-60 and Cs-137 radionuclides and
hazardous chromium. After construction of a new lined pond, an evaluation was
needed to help determine the best interim action to take with regard to the now
abandoned pond. A risk assessment was conducted to determine the risk to a worker
at the reactor site located at the downwind edge of the abandoned pond. The
assessment examined three exposure pathways: inhalation of soil contaminated air,
ingestion of contaminated soil, and direct exposure to gamma radiation. 1

The results of the risk assessment were that the cancer risk from the direct
exposure path could be well above the acceptable range. The other exposure paths ^
resulted in acceptable consequences. Therefore, action to protect the workers at the
site was decided upon. An initial decision to remove cesium by chemical extraction
was abandoned afrer failure of pilot scale tests. Since the predominate risk is exposure n
to the Cs-137 daughter gamma rays, the current action is to consolidate the pond
sediments into a smaller area and to back fill the area of the sediments with clean soil.

Subsurface Organic Contamination
n

The third example is for organic contamination, mainly from solvents such as
carbon tetrachloride, of the subsurface or the vadose zone from wastes disposed over ^ ;
a 20 year period. Over 88,000 gallons of organic wastes from several DOE sites had
been disposed of in this area imtil 1970. The contaminants were usually mixed with n
calcium silicate to form a viscous sludge which was double-bagged and placed in 55
gallon drums. The drums were placed in shallowpits and covered with a soil layer.

A baseline risk assessment was conducted for the leaking drums at this site to n
determine the incremental risk to the public and the environment if no action were
taken. The evaluation assumed 100 years of institutional control and then proceeded
about 150 years into the future at which time the contaminant concentrations had n
peaked. Both ^ occupational and a hypothetical residential exposure scenario were '
considered with five exposure routes. The five exposure routes in this case were
inhalation of vapors, ingestion of contaminated soil, ingestion of contaminated water, n
inhalation of vapors from contaminated water while showering, and ingestion of '
contaminated home-grown produce.

The evaluation determined that the potential carcinogenic risks were slightly H
above the acceptable risk range for hypothetical receptors. The risks were dominated '
by inhalation of vapors and ingestion of groundwater. Although the risks were small
and just marginallyunacceptable, a decision was made to remediate the vadose zone n
since a suitable technology was available for vapor vacuum extraction.

n
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DECISION ANALYSIS IN ENVIRONMENTAL RISK MANAGEMENT:
EVALUATING MULTIPLE STAKEHOLDER/MULTIPLE OBJECTIVE
DECISIONS

DavidC. Bell, George Apostolakis, and William E. Kastenberg

Mechanical, Aerospace & Nuclear Engineering
University ofCalifornia, Los Angeles
Los Angeles, CA 90024-1597

INTRODUCTION

The need for achieving maximum risk reduction with minimum cost expenditures in the
course of environmental remediation is becoming increasingly more important. When
groundwater is contaminated, the many complex and interrelated issues involved make
remediation' a difficult task, subject to intense regulatory and public scrutiny. The
engineering processes and technologies chosen for a remediation effort must be evaluated in
terms of their ability to satisfy regulations and their cost. However, spatial variability of
hydrogeological features and data limitations invoke very large uncertainties that system
optimization cannot address. Environmental remediation decisions can np longer be based
solely on a single objective such as cost. Environmental remediation managers must make
decisions that not only satisfy their own objectives, but also those of other stakeholders,
namely their regulators and the public. These stakeholders also play a role in the
remediation process. Regulators are required by law to make decisions that affect the
remediation effort, while an environmentally-conscious society desires involvement in the
decision-making process. Environmental remediation is then further confounded by the fact
that eachstakeholder is impacted bydecisions of the otherstakeholders.

This paper describes work in progress to develop a risk management/decision analysis
methodology used to model decision consequences for multiple stakeholders in
environmental remediation. The methodology is based on the use of a conditional influence
diagram tomodel the inter-relationships among various stakeholder groups and objectives in
a risk-based decision analytical-framework. An influence diagram can encapsulate the
complex relationships that are important when evaluating available remediation options and
quantifies the decision options. Game theory is then used to assess resolution when conflict
among the multiple stakeholders is possible. The methodology is to be used as a decision
making tool in an environmental decision support system.
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THE PROBLEM „
1

The problem to be addressed is a contaminated site where a volatile organic compound
(VOC) from a facility has entered the subsurface over a long period of time and has
contaminated the groundwater. Site characterization has shown that acontaminant plume, ^
as high as 1,000 ppb, has formed in the saturated zone and is moving with the natural
groundwater flow toward a commercial water producing well. Hydrogeologic analysis has ^
determined that the plume is at some depth and is not expected to reach the well for over
200 years. A baseline risk assessment estimates an incremental individual lifetime (70-year)
risk ofcancer on the order of IxlO*''. The facility owner is still required to remediate to ^
prevent further degradation of groundwater resources. Figure 1 illustrates the relationship
between the reduction of average contaminant concentration and the cost of remediation
over time. The facility owners are required to reduce the contaminant concentration to a ^
certain level, known as the maximum contamination level (MCL), determined and enforced
by the regulator. However, natural retardation processes cause the rate at which the VOC
concentration is reduced to decrease as the concentration level approaches the MCL. This ^
significantly lengthens the time required to achieve cleanup, or even prevents total cleanup.

In this situation, the facility owner sees (Figure 1) that approximately 50% of the total
costs arespent to remove the last few percent ofthecontamination. The facility owner feels ^
that money spent in the last phases of pump-and-treat remediation are disproportionate to
the relative risk reduction obtained. Significant cost savings can be realized by stopping the
remediation process when it is no longer cost effective and letting natural degradation ^
processes take over. The facility owner wishes to petition the regulatory agency for an
alternate contaminant level (ACL) that will significantly shorten the time required for
operating the remediation process, and hence reduce cummulative cost as shown in Figure ^
2. The facility owner must provide compelling reasons as to why an ACL should be
granted, and theRAmust decide upon the acceptability of an ACL.

The argument for, and the acceptability of an ACL is complicated by several things. „
First, there is the issue of uncertainty. There are many inherent uncertainties involved in
subsurface remediation that both create and complicate decision-making for the facility
owner. For example, while thecontaminant plume may be identified, its boundaries and the „
mass of the contaminant in the plume are still uncertain due to varying natural properties i
and data limitations. The facility owner is also faced with limited resources in which to
conduct remediation. This leads to an underiying conflict with the regulatory agency, ^
which is obliged to enforce regulations regardless of other constraints. Finally there is the
local community, which demands unconditional safety, and wants to be included in the
decision making process. Decision analysis is the ideal method to rationally confront these ^
issues since it is intended to deal with complex issues involving uncertainty.

METHODOLOGY

The risk management/decision analysis methodology developed here is based on the ^
risk management framework for two stakeholders of Hong and Apostolakis (1993). The
methodology utilizes the essence of decision analysis where information is collected and
evaluated before another decision is made. One advantage of decision analysis is in the ^
treatment of uncertainty by encoding informed judgment in the form of probability
assignments to events and variables. The methodology also uses risk-based objectives in the
decision analysis since one of the major objectives is the reduction of risk (Kastenberg and ^
Cave, 1990). The work described in this paper will apply these concepts and tools to the
groundwater remediation problem described above.
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In order to develop the methodology, the iaciliiy owner (FO) is identified as the
stakeholder responsible for cleaning the groundwater. The degree of remediation to be
done is determined by the regulatory agency (RA), which is the stakeholder charged with
establishing and enforcing the relevant requiremenis. While the FO is primarily concerned
with achieving remediation goals in the most cost expedient manner, the RA is primarily
concerned with the protection of public health and the environment. A certain amount of
conflict exists between the two stakeholders when the policy of meeting all the applicable
remedial requirements may be incompatible with the limited resources available to the FO.
Both stakeholders must be cognizant of the uncertainties involved and respond to the
public's perceptions of risk when making decisions.

Development ofthe methodology used here begins with a decision structure that aims
to capture the issues involved with a specific remediation decision, the attributes that result
from the decision, and the degree to which objectives are fulfilled From this structure an
influence diagram is formulated to model the flow of information and the variability of
parameters affecting the decision.' The influence diagram used here models the conditional
effect of one stakeholder's decision on the other, as Hong and Apostolakis (1993) describe.
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The influence diagram is used to evaluate each available decision alternative of one
stakeholder, conditioned on each available decision ofthe other stakeholder. In this manner, n
alternative pairs are formed representing values for the primary and the conditioning
stakeholder. If the decision structures for the stakeholders are different, then a separate
influence diagram is built for each. Values assigned tothe outcomes are put in the form ofa n
bimatrix for use in game theory analysis.

To continue describing the situation used to demonstrate this methodology, the
following scenario is hypothesized. It is felt that in order for the FO to get the ACL
exemption, the FO must give something in the form of a tradeoff The FO proposes to
double the pumping rate to be used in the remediation process to appease the pubic by
expediting the time to cleanup. The higher pumping rate will cost the FO money now, but n
may save money later. The RA may be indifferent to the pumping rate, but the public may
be more satisfied with faster cleanup.

' INFLUENCE DL^GRAMS

Influence diagram formulation follows the definition of influence diagrams as given by
Howard and Matheson (1981) where three levels of specification are distinguished for a
decision problem: relation, function and number. The level ofrelation uses decision, chance, H
and value nodes to portray the dependence of variables on each other. A complete
description of influence diagram terminology isfound in Howard and Matheson (1981).

The influence diagrams used to analyze the groundwater remediation situation ^
discussed above are described here. The level of relation for the site owner's influence
diagram is shown in Figure 3. It begins with a decision node, FO choose Q, representing a
binary decision between two alternative pumping rates, Qi and Q2. Decision nodes are
drawn as squares in the figure. Time to Cleanup is the attribute dependent upon the
chosen pumping rate. Time to Cleanup is also dependent upon the source contaminant
level, Co source, and the MCL established by the RA. Since the contaminant level is "
uncertain, the Time to Cleanup is also uncertain and both are represented as a chance nodes,
are drawn as ovals. Since this is the FO's influence diagram, the decision of the RA to
choose the MCL is the conditional decision node, distinguished by the dashed square node. P
Another attribute affected by the choice of MCL is the 70-year average concentration at
the exposure point, which is the down-gradient drinking water well. This is because the
MCL determines the mass ofcontamination that isnow able to migrate down gradient to the "
well. The 70-year Average Concentration is also affected by many hydrogeologic
parameters, primarily the hydraulic conductivity, and this influence is represented by the arc
fi-om Hydraulic Conductivity to the 70-year Average Concentration chance node. This p
concentration attribute then irectly determines the Health Risk, which is one of our
objectives, and is a combination chance/value node. Returning to the Time to Cleanup
attribute, this factor is a direct predecessor to the second objective. Cleanup Cost, since it
determines how long theextraction pumps shall be run. Cleanup Cost isalso a chance/value
node, but is also dependent on the pumping rate chosen, as shown by the influence arc
drawn fi-om the FO decision node to the Cleanup Cost node. Time to Cleanup also affects "
thethird objective. Public Satisfaction. While the public desires an expedient cleanup, they
know that a higher MCL will mean a higher resultant health risk, and therefore Public
Satisfaction is alsodependent on theHealth Risk chance/value node. ,

The influence diagram for the RA is exactly the same in terms of the level of relation,
however the primary and conditional decision nodes are switched. The decision for the RA ^
is to choosebetween the MCL or ACL. Thisdecision is now conditioned on the decision of
the FO to choose a pumping rate and thus the FO choose Q node will be distinguished by
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Figure 3. Influence Diagram for Facility Owner (FO), conditioned on Regulatory Agency (RA).

thedashed square node. This modeling represents the potential conflict that exists between
a site owner and a regulator.

Influence diagrams are useful in portraying the decision analysis concept of explicitly
accounting for parameter uncertainty and propagating them through the decision structure.
For example, the source concentration (Co) in the plume is assigned a distribution ofvalues
to represent its variable nature. This distribution will affect the Time to Cleanup and
consequently the Cleanup Cost and Public Satisfaction. Propagation of the uncertainty is
done either numerically, such asby a Monte Carlo method, or analytically.

The level of function for the influence diagrams is important to assign values to the
decisions. The Time to Cleanup node is developed from a simple mass balance of a well-
mixed tank model for contaminant removal. The mass balance is solved as an expression of
time to achieve the desired MCL so that

time =

,VwR ^R,
(1)

where Co is the source concentration present. Vw is the volume of groundwater containing
the VOC, Qis the pumping rate selected, R is the retardation factor for the VOC, and Xis
the natural decay rate coefficient. The function level for Health Risk is simply the product
of the 70-year average concentration, the exposure, and the cancer potency factor for the
VOC. Cleanup Cost is determined from a linear relationship based on the time to cleanup
and the chosen pumping rate. The function level for the 70-year Average Concentration
node can be any solution to the advection-dispersion transport equation for a one
dimensional flow, two-dimensional dispersion, homogeneous medium. Public satisfaction is
measured with a constructed scale.
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EVALUATION „

The influence diagram includes three objectives upon which the stakeholder will
evaluate its decision. If a decision is made based on these absolute values, then the attitude
of the stakeholder and actual worth of an objective to the stakeholder is neglected. Utility i
theoryis used to include the stakeholders attitude, such as being risk averse, in the decision
making process and to give proper weighting to the objective. Utility is also able to
combine the three objectives with different units into one value. First, each objective is
converted into a utility that reflects the stakeholder's decision making attitude. Then the
utilities are combined in a multiattribute utility analysisusing an equation like

u(x) = i 2^ 2 klkjui(,xi)uj(xj) l"kjklui(xi)uj(,xj)uHxl) (2) p,
/=i /=] j-\ /=! y=i/=i

where A:/, and Uj refer to the scaling constants and utility for each objective (i) respectively; pi
and k is the multiattribute scaling constant. For a situation where there are two stakeholders
with two alternatives on which to decide, there will be 8 solutions forming four alternative
pairs of results. These results usually show a conditional decision-making process. For ^
example, the FO will choose a pumping rate of Q] if the RA sticks with the MCL, but will
choose to pump at Q2 if the RA allows for the ACL. Game theory is then used to portray
that the first apparent solution, called the equilibrium solution, is often not the optimal ^
solution where both stakeholders will be better off if they cooperate.

Once the decision structure and influence diagram model have been established, other
evaluations can be conducted. Tradeoffs between the stakeholder groups can be evaluated. n
Uncertainty analysis will provide insight as to the effect of uncertainty on the decision
making process. Decision making uncertainty may be reduced by obtaining information, but
obtaining information may be cost prohibitive with little or no added benefit. A value of ^
information analysis will help a remediation manager determine if collecting more,field
information is valuable to meeting the objectives. These analyses should help to provide a
means of identifying the appropriate level of characterization needed for remedial actions, ^
and an appropriate level ofeffort to demonstrate compliance.

This methodology can be incorporated into a Decision Support System (DSS) to be
used by environmental restoration decision makers to determine optimal solutions. It can
also be used as a communication tool to demonstrate to all the stakeholders, the impacts of
their decisions. With these tools, the question of "How clean is clean?" can then be
addressed. ^
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RISK ASSESSMENT DATA BANKS AT THE SAVANNAH RIVER SITE

Christina S. Townsend, William S. Durant, Donna F. Baughman

Nuclear Processes Safety Research
Savannah River Technology Center
Savannah River Site
Westinghouse Savannah River Company
Aiken, SC 29802

INTRODUCTION

^ In the risk assessment business, it is a well known fact that past mistakes will not be
remembered if nothing is done to record them and make them available for future reference
and review. The Savannah River Site maintains a computer database system for non-
reactor facilities that contains a compilation of the incidents that have occurred since the

^ start up of the Site in 1953. The nationally recognized data banksare highlyvalued across
the U. S. Department of Energy (DOE) complex for their use in risk-related analyses. They
provide data for uses such as failure rate analyses, equipment reliability and breakdown
studies, project justification, incident investigations, design studies. Safety Analysis
Reports, Process Hazards Reviews, consequence analyses, quality assurance studies, trend
analyses, management decision, administrative control effectiveness studies, and process
problem solving.

Five risk assessment data banks exist in the areas of reprocessing, fuel fabrication,
waste management, tritium, and the Savannah River Technolo^ Center. The databanks
are comprised of approximately one-third million entries collectively and continue to grow

^ at a rate of about two hundred entries per day.

r«*s
DATA COLLECTION HISTORY

The incident collection effort was begun in 1973 initially for the nuclear fuel
reprocessing and waste management facilities at the Site. Available written information

^ concerning incidents involving equipment failures, process upsets, operating errors, facility
and personnel contamination, personnel injuries, environmental insults, etc. was gathered
and abstracted into the data b^ by a team of five technical analysts. The philosophy of
the analysts was that if the event was of sufficient concern to be recorded, then it was
important enough to include in the data bank. The analysts used five sources of data:
incident reports, daily and monthly stams reports, audit records, fire department records,
and equipment histories. After a 20 man-month effort, 8000 entries dating back to 1953,

^ when the Savannah River Site was startec^ were abstracted into the original data bank.
As more value was placed on keeping an incident history for use in risk assessment

and as reporting requirements increased, many new sources of information became
available to die data bank analysts, and the data collection effort grew. Today a vast
collection of internal sources, both published and unpublished, are provided by the facility
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106-2 managers and reviewed daily by analysts to identify events that should be recorded in the
data banks (Table 1).

Tablel. Example source documents. H

Publisheddata sources Unpublished data sources

•Operating incidentreports • Seniorsupervisor logbooks
• Specialhazards investigations • Health protection department log books
• Plant technical monthly repoits ' Burial ground log bmks
•Daily teletypes *Waste management log books H
•Fire departmentreports • Salvageyaxd receipt records
• Worksengineeringmondily rep(^ • Canyonciane log books
• Waste managementmonthlyreports • Decontamination log books ^
• Criticalityaudits • Maintenance log books
• Powet department incident reports

As the risk-based safety analysis effort at the Savannah River Site grew, the need for
data banks for the other major facilities on the site was identified. New data banks were
developed for the fuel fabrication facilities, tritium facilities, and the Savannah River ^
Technology Center. Collectively, the data banks contain a compilation of approximately
370,000 events.

DATA DESCRIPTION AND USES

Incident information recorded in the data banks includes a description of the incident, ^
where and when the incident occurred, the source documents from which the incident was
abstracted, the type of incident, repair times, and consequences. Some typical examples of
information contained in the data banks include data on fires, robots, instruments, nuclear .
criticality potential, computers, pumps, valves, etc (Table 2).

Table 2. Example events
^

Acc# Source Date Area Facility Operation Equipment

78571 28 02/04/80 PI A6 076 .
02 44 066 ^
49

MAINT RM - AT APPROX. 10:05 AM. FIRE ALARM BOX NO. 32 SOUNDED. ELECTRIC MOTOR ON ARGON
PURIHCATION UNIT UNDER CAB. BURNED INTERNALLY ACTIVATING HALON FIRE SUPPRESSION
SYSTEM.8-4

44182 27 04/16/80 F B 44 608
01 589
10 412
07 464
28 076

36 030
216

153
PIPE WELDING OPERATION INSIDE PLASTIC CONTAINMENT HUT IN JB-LINE CAUSED IGNITION OF
PLASTIC TAPE AND CONSUMPTION OF 1J SQ. FT. OF HUT PLASTIC. TAPE WAS NOT FIRE RETARDANT
IN VIOLATION OF DPSOL. POTENTIAL FOR CONTAMINATION AND BURNS TO WELDER. SI-80-446. 01- ^
221.F.]B.80^.1046X10-12MICROaPU/CC •

102485 28 05/28/80 F M 86 468
44 524 ^

024
206

076

SANITARY LANDFILL - BUILDING 740-G - THE FIRE APPARENTLY WAS CAUSED BY FAILURE OF A ^
GASKET ATTHE FUEL FILTER WHICH RESULTED IN FUEL SPRAYING ON AHOT EXHAUST MANIFOLD. j .

n



The data banks were originally developed for use in risk-based safety studies at the
Savannah RiverTechnology Center, but many other uses for the data have been identified
(Tables).

Tables. Data bank uses.

• Failure rate data
• Equipmentbreakdownhistmes
• Generic incident histories
• Dates of specific incidents

^ • CcHisequences ofincidents
• R^)air/response times
• Data for design studies

^ • Data forquality assurance studies
•Trend an^yses
• Data for project justification
• Data for process hazards analyses

f»>t\ • Training
• Process problem solving
• Managemoit decision data
• Administrative controls effectiveness studies
• Incident audits

• Data for reliability studies
• References to source documents

COMPUTER DESIGN fflSTORY

^ The cost of maintaining the data banks has always been a concern to DOE and to the
Site managers. Technological advances in the computer indust^ have contributed to the
growth and data retrieval efficiency of the data banks while reducing the cost of
maintaining them.

The original data bank was handwritten by technical analysts. In 1974 the data were
transferred to punch cards where they were uj^ated periodicdly by technical personnel.
When magnetic storage media were developed, the data banks were stored on an IBM

^ mainframe and manipulated by a collection of FORTRAN and JCL programs. Processing
data was cumbersome, and retrieving data for analysis was not interactive and thus had to
be done by the data management group upon request. Technical personnel were still

^ needed for much of thedataprocessing, dthoughclerical personnel were handling some of
the tasks.

Today all of the data banks, except the classified tritium data bank, are maintained in
a state-of-the-art central interactive database system which is supported by a full-time
computer scientist. The system resides on a VAX 6620 computer and was developed
using a commercial database software package. The processing of information is handled
by clerical instead of technical personnel. The data management effort is now handled by a
daX2i specialist, who acquires the source documents, tracks the abstracting and input process
using a computerized data logging system, and manages the clerical staff.

; Expert systems programs have also been developed to analyze and categorize the
incidents, choosing f^om approximately 1000 categories, for data standardization and
retrieval efQciency (Table 4). This effort was previously a tedious manual task done by
technical analysts, who are now firee to concentrate on researching the source documents
for events. Such improvements allow the staff to process approximately 2(X) new entries
perday.

Table 4. Example incident categories.

Unit operationidentifiers Equipment and keywordidentifiers

• first cycle solvent extraction • agitator
• second uranium cycle • air reversal
• fuel stcHage • ammonia c(xnpounds
• dissolving • band saw

1^
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• ion exchange* canyons • breathing air
• soivoit washing •boiler
• cold feed • chemical addition error

"• solution adjustment • clothing contamination
• precipitation •derail '

•filtrati(»i •dropped/fell
• roasting / dehydration • emergency power

' reduction / calcination • explosion
• special recovery • fatality -i

• product storage and accountability •generaUB-
• waste handling •hepa filter T*

;

• cask operations •improper storage 1

• fuel and target (q)erations •injury
• lesin regeneration .A

•laundry •mislabeled
• GP waste and chem makeup tankage • nitric acid
•transfer tanks • release, environmental
• acid recovery •spill

1 .• crane and hoist operations •tank 48

• first level •transfer error ! •

• transport by truck • uncontrolled reaction

• sampling • valving error
•inspections •warm crane

DATA RETRIEVAL AND MANIPULATION

Retrieval of information can be accomplished by searching the databases using any
combination of information that describes common incidents (e.g. all incidents that
occurred in the F-Canyon fuel reprocessing facility in June of 1991 involving false alarms
but not false nuclear incident monitor alarms). Information can be viewed on-line or by
generatinghard copy reports. Statisticalanalyses,such as trending,generatingrepair times,
response times, incident duration, and initiator finequencies can performed within the
system. Such analyses are routinely provided to customers across &e Site and the DOE
complex (Figures 1 and 2). More extensive analyses, such as calculating failure rates and
determining root causes, are also a customer service available using the information stored
in the data banks.

Anyone on the site network who has a database account can view the data on-line,
produce hard copy reports, and execute statistical programs to perform calculations. A
training program is in place to train engineers across the site to use the system. Many
customers now retrieve information on their own, which further reduces the cost of
providing information from the data banks to customers. At present, the number of users
performing their own searchesis about half of those performedby the data managinggroup
for customers per month.

Off-site customers can also obtain data bank information. Department ofEnergy and ^
contractors can contact the data managing ^up to receive information. All other
customers, such as sub-contractors, can request information from the Department ofEnergy '
Operations Office at the Savannah River Site.

CONCLUSION

The data banks at the Savannah River Site continue to be recognized by their
customers across the DOE complex as invaluable resources to the safe^ dialysis and risk
management effort at nuclear facilities. On a scale of 0 to 5, with 4 being excellent and 5
beingoutstanding,' data bankcustomerservice hasconsistentiy beenrated a 4.5.

The banks will continue to grow, and enhancements are continually made to the
system based on overall value to the risk assessment effort, on customer feedback, on cost,
and on a continuing goal to increase the utilization of the data banks.
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DATA WORTH ANALYSIS FOR PERFORMANCE ASSESSMENT
USING INFLUENCE DIAGRAMS

Janis E.White^ and A. Sharif Heger^

I

-\

IJNTERA, Inc. 1650 University Blvd., Albuquerque, New Mexico
2Univereity of New Mexico, FEC 247, Albuquerque, New Mexico

INTRODUCTION

Data worth analysis using influence diagrams is anew methodology that can be used
in decision making problems. This methodology provides a coherent s^cture for
determining an optimum decision with respect to the need for additional data and is anato^
interpretation ofthe utility function associated with the influence diagrm for the specified
decision problem. Advantages of using this methodology include the ability to dpign data
collection experiments with aspecific worth, clear enunciation ofmierdependencies among
components of the decision problem, direct incorporation ofexpert knowledge, a simple
visual representation ofthese relationships and the flow ofinformation required to reach a
solution, and a straightforward transcription ofthe methodology to an automated computer

use of influence diagrams in data worth analysis is shown in detail by applymg it
to ahydrological decision problem. The first section of this paper d^bes the state of the m
in performance assessment decision analysis and establishes the unport^ce of^ta worth
andysis intiie presence oflimited resources. Thi& section isfoUowed by tiie defimtion ofthe
influence diagram and a discussion of its properties. Next, influOTce diagrams are
constructed for tiie data worth problems given inFreeze, et aL (1992). These constmctions
illustrate how tiiese diagrams use tiieir graphical structure to model uncertamti^ as well as the
sometimes obscure flow ofinformation in the decision making process. Coiwtructmg an
influence diagram is itself a useful analytic tool in tiie sense tiiat tiie underling d^ision

^ problem can bwome more clearly understood in terms ofinformation flow, ^e mfluence
diagram results are compared to die decision trees and accompanying tabl^ that appear m
Freeze et al. (1992) to demonstrate the simplicity of data wortii analysis based on tiie

^ influence diagram. The paper concludes witii adescription and demonstration ot a newcomputer code (Bridge) as used for data worth analysis.

data WORTH ANALYSIS IN PERFORMANCE ASSESSMENT

Stringent budgetary constraints coupled witii increasing regulatory burdens demand
^ tiie decisions to gatfier data be based on cost-conscious consideratioi^ as well as uncert^nty

reduction. Except for patiiologicaUy ill-conceived tests, additional data ^ ^ways reduce
some uncertainties in amodel So reducing uncertainty can no longer ^ tiie sole justification
for consuming limited resources. Decision makers must now be able to assess the cost-
effectiveness, or worth, ofadditional data. Data worth analysis addresses need ^ weU as
tiie similar need identified by tiie Departinent ofEnergy (DOE) in its AppUed Development,
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dw^on analysts all the necessary tools to a^,i^ wo™. ^
reducing unattainty, for sjt..!.rinns such as performance ass^mentsDeciMon analysis in complex sys^s ma j^„^„eing the decision.
requires methods with data worth analysis produces amethod
Applying influence^g^s ^ ^ rise to an intuitive representation of
which not only satisfies these bm ^ repr^ntatipn. In
complex structures not posable in analvM using influence diagrams is arigorousSo'S Stemtin«.W automated
into a straightforward code.

influence DIAG^NK situations with uncer^ty and

SomSS? methodology for analyzmg theu
structure. directed eraoh with no cycles that visuaUy displays

An influence diagram is -finfoim^on about such quantmesmrelationships beween uncertamq^tio^d influence

various dedsions as defi^ by Hifgram has three kinds of nodes, m
For decision makmg problem ^certain

shown in Figure 1. ChMce or rectaneles and represent deciaon functions whose
quantities. Decision nodes are dra^ as ^ . P influence diagram in decision
Values correspond to the node of
making has avalue node. -Hie vdue node ^ ^ problem.
the diagram. Itrepresents (1992) use a "deterministic" node drawn as a

node depict theinformation thatmust
In addition to having

arcs. Arcs indtotf node d«^ct the informadon diat must
knownas conditional arcs. Arw mciaem -rtH#* i«made Thesearcs are knownavailable at the time L informational ai welL The dis^ction
as informational arc& Arcs m» ^^.Hitinnai arcs canbe reversed under

certain conditions

APPLICATION

Consider the foUowing example of ahydrological decision problem. Freeze et al.
(1992) posed the problem as:

A landfin is to be sited
altematiAp ar^under deagn. including capping

n

n

i
i

pSI;
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aauifer an aquitard, and lower confined aquifer. The ^mtard is of
SSdw. TOete OTuld be awindow ofhigher permeabihty matei^ throu^
\t QfiH i^<so such awindow would provide an advective transport route for
notential landfill leacheate to reach downstream >^ter-siyply well^mifce lower
^uifer. Such an occurrence would constitute afailure of the landfill design.

oS^twobSo^ure(i^^
amounte used in the utiHty function are shown in apayoff table similar to Table .

Table 1. Payoff table for the example problem.

Alternatives Benefits Cost of Failure

$1,000K$300K$1,000KNo liner
$1,000K$500K$LOOOKLiner

nie influence diagram for the initial decision problem is given »

this case, 0=0means no window exists, and 0=1means awmdow exists.
nie value ofthe utility function V(0, L) is determined by Ae exi^nce of» ®

SStafoS^robabiUty density function is assumed. That is, p(0) is taken to be 0.5 for
^ "^^"et aL (1992) use the values in Table 1to specify portions of their objective
function so that

e
Window

v(e,L)

RTnected Utility

E[V(i9,L=0)l =0.5V(i9=0J-=0) +O.5V(0=1. L=0)

E[V(0,L=1)1 =O.5V(0=OJ-=1) +O.5V(0=1,L=1)

Figure 1. Influence diagram for the initial decision problem.

"SSOOK

.$300K
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V(e. L) =1.000-CO.)-1.000 PK0). (1)

where C(L) is the cost associated with each design alternative and P^O) is the probabiUty of
failure of thedeagn. C(L) isdefined as

C(L) =300 +200I, ®

and in the of any futther data about the site, the probabiUty that the system fails can
be written

n

(3)

The expected utiBty for the design alternatives can now be computed to determine the
optimum deciaon. In general, the expected utility is given by the formula

i)(0)V(e.L=l)<i8. WE[V(e.L = l)] =

In the present case,

E[V(0.L =O)1 =0J V(e =0.L=0)+0^V(e= l.L=»0)
= 0.5(700-300)
= 200
=expected utility for no liner design.

E[V(e,L=i)] =:0JV(e=0,L=i)+0.5V(e=i.L=i) P)
= 0.5(500 + 500)
= 500
=expected utility for liner design.

So the optimum deagn dedsion given no addition^ data about tte ate and n^^
beUef about the existence of awindow tfarou^ the aquitaid is to ms^ the Imer. Figure 1
also shows both tte influence diagram and decision tree for the mitial decision problem. The
results computed in Equation (5) are also shown in table form.

THE DATA WORTH PROBLEM

Now consider the data worth problem for the ii^uence Figure 2.
chance node representing the data from apotential site mvestigation has bera added before tlw
liner/no liner decision node along with another decision node. Now Ae first d^ionto^
made in the problem is to select an experimental or test design. Tj, i =0, 1,... tor me
investication In particular let To be the test design where no data are collected. Then tiie
simple optimization discussed above becomes the baseline case for tiie data wo^ an^ysis of
Ae hydrological problem. The value of tfie utiUty fraction is constant for the decision to
install ttelm^ interpret this result is that once the decision to install the lin^ is made, the
existenS^fAe^dowismootandnolongerofm^^^
made to install the liner, tiie value of tiie utihty fimction decreas^ as Pf(e)
depends on the site investigation plan selected, Tj, and thus on tiie data, y, collected by such a
plan. Properly. tiien,Pf(0) is written

(6)
pf(0)=p(e=ny)-

\
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Figure 2. influence diagram for the data worth example.

The data worth analysis begins by considering the Tj where the value of ±e utiUty
function is greater than that of the baseline case's optimum decision, pe optimizanon
strategy is to collect enough data through site investigation to reduce
failure When PKG) =0.2 the value of the utility funcuon is the same for either altemative.
For sm'aUer failure probabiUties, the value of the utility function for Ae decision not ^ ii«t^
the liner is greater than that of the baseline. For larger failure probabihues,
liner is riskter than installing the liner. Collecting data to reduce Ae fadure probability mthis
problem is, in effect, reducing uncertainty about the existence of the wmdow.

COMPUTER IMPLEMENTATION

Data worth analysis offers aprincipled way oforganizing information and itcan seire
as an effective mechanism for allocating resources effectively. To this end, a computer
system, called The Bridge®, is under development jointly by the University of New M^co,
Sandia National Laboratories, and Los Alamos National Laboratory to provide aplatform foreducation, for debate, for negotiation, and for analysis ofrisk-related^ues.

The Bridge represents an integrated approach to thinkmg about nsk ^alysis. The
methodology behind The Bridge should prove to be apowerful tool because it generates a
tractable mechanism for all camps to reach an acceptable forum. The systeni P^vi^s a
common ground for negotiation and reasoning to deal constructively with complex

foundation in influence diagram methodology ^d conforms
probability theory. The current version of the Bndge is an application that runs on aUNIX
wo^tation with the X windowing system.

CONCLUSIONS

Even for this simple example, several differences betwera the deciaon tree ^ysis
and the influence diagram approach are apparent Rrst. the influence J?
compact than the decision tree, and the difference in compac^ can f.
nodM are added. Second, the deci»on tree representatton clashw wth the natu^ way ofmnHffling causal relationships in the environment (Pe^ 1988, p304). Ito
tree here cannot directly show the natural flow of mformauon mto the uti^
Perceotions about interdependencies among variables cannot be readily inferr^ from the
tree's structure and therefore, decision analysts are often forced to a two-stage strate^ where
they construct probabffily trees to assess conditional probal^ties in ^ first an^wert
these trees to comparable decision tree representations mthe second stage
(PeaiJ, 1988). Influence diagrams pve decision analysts acomprehe^w, s^Sle-stagej^l

. that not only accommodates interdependencies man ^ysis but visually
welL Therefore the use of influence diagrams is more efficient for representmg and analyzmg



^ /decision options. This method integrates beliefs (chance nodes) with actions (decision nodes)
(Howard and Matheson, 1981).
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INTEGRATED ISSUE MANAGEMENT
.a, DATABASE SYSTEMS

Herb Wilhite and J. Randy Pearson

^ CYCLA Corporation
206 High Avenue
Strawberry Plains, TN 37871

INTRODUCTION

Many organizations today face an increasingly complex burden of issues that can
fundamentally and profoundly affect the way they perform, and, in some cases, even
whether they continue to exist. Such issues are identified as a result of both internal and
external oversight evaluations and self-assessments, and are likely to represent risks both
to the organization and to other stakeholders.

In most cases, issues must be resolved within an atmosphere of budgetary constramt.
As such, the organization has limited resources with which to effectively manage the risks
represented by the issues and attempt to achieve issue resolution within any given
budgetary period. Thus, the organization needs a method of prioritizing and managing
risks in a cost effective manner, using traceable management-decision processes that are
demonstrable and defensible to all stakeholders. To meet this need the organization must:

• be continually aware ofthe needs and issues confronting the organization;
• understand the underiying root causes of the issues and the full spectrum of cost-

effective strategies and activities to address the issues;
• accurately determine the type and level of resources required to perform those

activities; . .
• assign available resources to the most important activities in a manner that maximizes

overall benefits within a constrained budget;
• establish and document commitments to implement those activities in a controlled

manner to provide all stakeholders a common and rational basis for performance
expectation and accountability;

• track and report the status of all identified issues, commitments, and budgeted
actions; and.
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• perform all of these tasks in a structured, traceable, and defensible manner that can
beeasily communicated and demonstrated to all internal and external stakeholders.

Thus, the fundamental steps in an effective risk-based Issue management process ^
should include issue identification, prioritization, and analysis; corrective action/project
development and prioritization; decision-making, resource allocation, and commitment-
making; and tracldng and reporting.

CYCXA Corporation has developed aneasy-to-use but very powerful database system
to support and link all steps in the issue management process. The CYCLA Integrated ^
Issue Management Database System (IIMS) is being successfully applied by several
organizations to support most or all ofthe steps necessary to implement an integrated, risk-
based issue management process. These include: ^

I

• United States Enrichment Corporation (formerly Martin Marietta Energy Systems
(MMES) Uranium Enrichment Business Systems)

• U. S. D^artment of Energy (DOE) facilities managed by MMES in Oak Ridge, ;
Tennessee

• All DOE facility operating contractors and DOE Field Offices and Program Secretarial ^
Offices in development of the DOE Safety and Health Five-Year Plan. ^

• U. S. Department of Transportation

This paper briefly describes the CYCLA IIMS, including a discussion of its purpose,
design, and application.

nMS PURPOSE

The HMS has been developed and continues to be refined to support prudent,
systematic, and effective lisk-management and decision making. It has been designed to
assist fecility and organization managers in the collection, identification, analysis, and
prioritization of issues and the activities (corrective actions and projects) designed to
resolve those issues. The IIMS can support a formally controlled issue-tracking, status-
reporting, and close-out process, and can provide the bases from which management can
effectively make, report, and defend prudent management decisions affecting the allocation
ofconstrained resources. Insupport of this purpose, the IIMS can assist anorganization's
managers to answer the following logical"questions concerning the resolution ofissues and
the management of constrained resources.

• What is the organization trying to accomplish with its constrained resources?
• Where is theorganization with respect to achieving its objectives?
• What is the set ofpotential activities that arebdngsuggested byall legitimate parties

and from which theoptimum set of activities must be chosen?
• Whatare the relative benefits of each activity with respect to helping the organization

achieve its objectives?
• What is theamount of each type of constrained resources required to implement each

activity?
• What subset of activities that can be implemented within available resource levels

would produce the most overall benefits?



Given answers to theprevious questions, the IIMS can also assist the organization to
assure itself and its customers that it is completing activities, resolving and closing issues,
achieving its objectives, and fulfilling its commitments. The HMS can also help the
organization close the planning cycle by utilizing insights gained from planning and
implementing activities to establish new strategic objectives and identify new issues.

nMS DESIGN

The IIMS has been developed using Microsoft FoxPro/DOS, Version 2.5, database
management system software. It features a modem, easy-to-use, windows-type user
interface and operates on either individual standalone PCs or local area network (LAN)
systems.

1

/

The nMS is developed and distributed as a run-time application, thus requiring no
additional software purchases by the using organization. On standalone PCs, installation
and use of the IIMS requires a 386SX or higher processor with at least 2 megabytes (MB)
of installed and available random access memory (RAM). Organizations planning new
hardware purchases to support implementation of a CYCLA IIMS are recommended to
procure computers having at least 33MHz 486 processors with at least 4MB RAM (8MB

^ is preferred). Other computer requirements for operation of the IIMS may vary,
depending on the particular application and operating environment, and are discussed at
the time the specifics of the organization's IIMS application are discussed.

Common Library

^ The IIMS architecture is based on a large common library of integrated and related
modules. This common library is proprietary and comprises approximately 60% of the
sizeof any IIMS application. From this common platform, each IIMS qjplication can be
quicklycustomized to fit an organization's specificneedsconsistent with their management
methods and processes. The IIMS architecture benefits all users by ensuring that updates,
improvements, and enhancements can be quickly migrated to the IIMS applications in use
among various organizations. This design also provides an effective basis for quality
control. Any common problems identified can be quickly and consistently resolved for
each nMS application sharing the common platform. This design has proven very
beneficial in the development, maintenance and update modifications of IIMS applications
currently in use. Each common platform level is archived for future reference as
subsequent revisions are incorporated.

User Interface

Installation of each IIMS application is designed to be quick and easy for the user.
Theapplication guides the userthrough a series of message screens andprompts to ensure
that the IIMS is correctly installed. The IIMS can detect the presence of previous
installations of the application and will indicate to the user whether they are installing for
the first time or updating to a new revision. The IIMS will also, at the user's discretion,
automatically identify and make changes to the computer's configuration files to ensure
certain minimum settings.
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The nMS features a User Module which provides login and password protection, user
access controls and user preferences. From this module, an organization's system
administrator can add or delete users and edit user access privUeges to ensure access
control to the system and data integrity. User's can be granted incremental privileges
within seven access levels, from "Read Only" to "System Administrator". The HMS is
also designed to provide for easy data validation where possible and appropriate. Validated
data specific to an organization's needs and processes is retrieved from reference tables and
made available to the user through a variety of intuitive and convenient screen controls.

The nMS is designed to provide maximum flexibility in viewing and reporting data.
The interface screens are designed to allow data to be entered or edited without the user
having to move through multiple layers of menus. It also features a "management user"
option which can eliminate any burden for managers to navigate data entry screens and
enable them to quickly and easily select or define combinations ofdata filters, list orders,
and standard output reports for their own use.

Perhaps most importantly, the IIMS features very powerful decision support tools.
These are the indexing, filtering, and reporting capabilities. De^ribed below, the indexing
filtering, and reporting capabilities of the IIMS work in combination to provide the user
and organization managers with the ability to produce many valuable and informative
reports. Among others, output reports can include:

• Prioritized lists of open issues and related activities
• Reports of milestones due in an upcoming period H
• Reports ofactivities completed in a previous period
• Activity cost summaries
• Summary reports of relative risk-reduction versus cost

Indexing allows the user to control the order in which data records appear within the
system, botii in printed output and when scrolling through and editing records. Each HMS p
appUcation is normally designed witii several standard indexing options. Additionally, tiie
user can create and save special user-defined indexes to order data in other ways as the
need arises.

1

! \

Filtering allows the user to define specific subsets of the data to be viewed, edited,
or reported. The filtering capabilities of the HMS allow virtually any subset of data to be p
specified, including the ability to search on specific text strings in specific data fields.
Most HMS applications include key data elements in on-screen controls tiiat the user can
specify; this obviates the need for the user to become familiar witii software-specific
language and syntax to establish filter criteria. As witii the indemg features, tiie user can !
create and save special user-defined filters to use as the need arises.

Reporting allows the user to select from a number of standard output reports
applicable to the specific HMS application, or to create new user-defined reports to respond
to the needs of an organization's managers.

Data Entities

As noted above, the fundamental steps in an effective risk-based issue management
process should include issue identification, prioritization, and analysis; corrective
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action/project development and prioritization; decision-making, resource allocation, and
commitment-making; and tracking and reporting. An organization may include some or
all of these elements in its issue management process and, subsequently, in its EMS
application.

Each nMS application consists of several distinct data entities. These generally
include Source, Issue, Activity, and Milestone entities. The format, content, and
nomenclature of theSource, Issue, Activity, and Milestone data records can becustomized
to an organization's specific needs. While each EMS application is created to be specific
to the needs of the using organization, the data captured in the IIMS is generally intended
to provide information about each of the entities noted. This information can be grouped
in various ways and serves to identify, categorize, analyze, and track each data record.
The following table depicts the some of the typical data elements within each IIMS entity.
Each entity is described below.

Table 1: Typical Data Elements in IIMS DataEntities

Purpose Typical Data Elements

Identification • System assigned ID • External document IDs • Source
organization • Responsible organization • Tide of record
• Description (full text) • Reference documents • Source
evaluationdates (scheduled, started, and completed) • Date
identified (Issues) • Originator's name •Action plan ID

Categorization • Source type (internal or external evaluation) • Nature of Source
evaluation • Responsible division • Responsible manager • Issue
type (finding, deviation, etc.) • Functional area • Compliance
driver (OSHA, law, standard, etc.) • Hazard level • Activity type
• Commitment flag • Category (Environmental, Safety & Health,
Management, etc.) • User-definable codes

Analysis • Source evaluation manpower impact • Issue evaluation • Final
response to Issue (full text) • Risk prioritization • Issue root cause
codes • Analysis comments • Cost data • Account codes • WBS
codes • Reference data sheet numbers • Commitments met, missed,
or rescheduled

Tracking • Status code • Last status changedate • Closure verification level
required • Response document and date issued • Closure dates
• Status remarls • Status historydata • Closure document and
evidence • Closed by (individual) • Commitment tracking fields (by
whom, to whom, etc.)

System Fields • Record origination date • Record revision date, time, user
• Number of entity records • Others as needed

Source Entity. The Source entity provides information concerning the sources of the
Issues. Each Source (evaluation,assessment, audit, etc.) may result in numerous findings,
problems, etc. which are designated as "Issues" in the IIMS. Thus, Source records have
a one-to-many relationship with Issues.
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Issue Entity. The Issue entity provides information concerning the nature of the
Issues and their relationships to Sources, other Issues, and Activities. Issues have a many-
to-one relationship with Sources and a many-to-many relationship with Activities.

Activity Entity. Activities are those steps identified by an organization that are taken
to resolve specific Issues. Activities, some of which may be by ne^sity short term, are
allotted a many-to-many relationship with Issues. That is, one Activity may be identified
to help resolve one or more than one Issue; conversely, one Issue may be resolved by one
or multiple Activities. The Activity entity provides information concerning Activities and
their links to Issues and Milestones.

Milestone Entity. The Milestone entity provides information about the Milestones
associated witii an Activity. Milestones are used to provide information about the
performance status of an Activity. ^

APPLICATION
Î

The nMS is designed to provide data management and control, and management
information and support relevant to the implementation and use ofan integrated risk-based
issue management process. The IIMS can gather, relate, and report data and information I
from multiple sources. Thus, use ofthe EMS has been instrumental at both MMES and
DOE facilities in integrating data fi^om multiple, less flexible databases, that could not rj
readily support integration of data and information.

The nMS gathers and reports data pertaining to Activity costs and Milestones and data p
relevant toIssue and Activity status and closure. It also supports the performance of root ^ \
cause analyses ofIssues, with built in reference tables for selecting cause codes.

The nMS supports the risk-based prioritization ofboth Issues and Activities. The risk ; I
model used to determine relative Issue and Activity priorities is designed into and called
from within the IIMS software. As such, the user can select the risk model attributes ^
applicable to aparticular Issue or Activity and the IIMS will calculate and display the total
relative risk score. The IIMS can be modified to support other priority models that are
applied in a risk-based management process.

I ,

Finally, the IIMS can support management to efficientiy and effectively analyze and
report large amounts ofdata, and can focus management attention on critical decision ^
areas. These and other IIMS attributes continue to support the Management of DOE,
MMES, and other organizations in identifying cost-effective Activities based on risk-
reduction, defining relative Issue and Activity priorities, allocating constrained resources ^
in an optimal manner, and establishing a traceable and defensible Activity selection and
budgeting process.

n
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^ ORGANIZATIONAL FACTORS AND NUCLEAR POWER PLANT SAFETY:
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Department of Man Technology Organization
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S102 52 Stockholm, Sweden

^Battelle Human Affairs Research Center
PO Box C5395, 4000 N.E. 41st Street
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INTRODUCTION

^ The relationship between organizational factors and nuclear power plant safety has
most clearly been identified dirough the causal analysis of incidents and accidents. The
development of more sophisticated and systematic methods for incident analysis (such as

^ HPES, ASSET, AEB, etc.) has also facilitated the detection of these often less manifest
contributions to incidents and has allowed for systematic improvements to be made.
However, the enhancement of nuclear plant safety cannot rely only on actions taken in
response to failures (reactive prevention). It is also dependent upon the ability of
organizations to ident^ die nature and causes of developing problems and to develop
effective interventions to meet th^ (proactive prevention). Thoe is thus a need for

^ organizations to develop a more proactive approach to safety management through
processes that will promote improved performance over time. Organizations of this kind
have been charact^ized as "learning organizations" (Senge, 1990; Olson and Thurber,
1991). The ability to leam is central to the plant's ability to improve. Organizations can
ip!^m when they can adapt to changes in external or internal operating contingencies, and
thus be more efficient or effective.

The Swedish Nuclear Power Inspectorate, SKI, has in its regulatory approach to the
areaof management andorganization focussed on the process of continuous in^rovement
and have in collaboration with Battelle Human Affairs Research Center, Seatde, developed
a conceptual model of the important characteristics of a continuous improvement
organization and how to assess it In this work SKI has also recognized the importance
of the regulatory goals and strategies adopted by SKI for promoting an improvement
process on the part of the utilities, which will be further discussed below.

6^
I

WHAT K A CONTINUOUS IMPROVEMENT APPROACH?
,: , •{ i- • '.Jli -i. ' i-

With the ascension of Japan as a world economic power, much hasbeen written about
continuous improvement as an important element in Japan's success. Students of Japan's
transformation of the safety performance of its nuclear power industry recognize the same
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element at work. Commentors on continuous improvement have described it variously as
an approach to life, an integrated theory of management, and a discrete strategy for
exploiting certain typesof markets. Its application to nuclear power plant safety, however,
causes us to emphasize the following:

• Continuous improvement implies goals, since improvement must be in reference to
something desii^L Thus, activitiesin a CI organization are essentially intentional and
are oriented toward the goals of the organization. Very little in a Q organization is
done sinq}ly due to convention or habit

• As a derivative of this emphasis on goal oriented activities, Q organizations are
dominated by strategies and plans and all that these imply, including priorities,
schedules and performance objectives and measures. Thus, members of a Q
organization not only know where diey are headed, but they also have a pretty good
idea of how they are going to get there.

• CI organizations take responsibility for their own success. While the market or
regulatory agency may present significant challenges to the utility, CI organizations
are active in meeting these challenges; they do not take on the passive role of the
victim.

• d organizations recognize analysis as a primary means for meeting market and
regidatory requirements. CI organizations vsdueuseM information, whether from their
own operating experience or from the experience of others. CI organizations value
expertise and organize in ways to get the maximum value out of available data and
experience.

• As a derivative of the emphasis on analysis, CI organizations are inherently n
participatory (this does not necessarily mean that they are democratic). CI
organizations fovor the free flow information and the ability of each staff member to
contribute appropriately to the solution ofoperational and organizational problems. ^
Techniques of authority and control that inhibit the sharing of information are ij j
inappropriate in a Q organization. Techniques that encourage team work and
cooperation and the flow of information both upward and downward in the
organization lead to decisions based on more accurate and complete data, a
consideration of a widerrange of contingencies, and solutions that are better adapted
for implementation within the organization. ^
While the value of such principles may appear to be self-evident, in reality, most

organizations fall short on one or more of these key factors. In the nuclear industry, for
example, there are many organizations that identify safety as their primary goal, but have
no recognizable strategy for promoting safety beyond the requirements of the regulatory
agency. Other utilities maintain a passiveattitudetoward safetyregulation—they only deal
with ^ety issues when the regulator tells them exactiy what to do. Many organizations
treat analysis as a side activity rather than as an activity that needs to be present in the
discharge of every function in the plant

WHY IS A CONTINUOUS IMPROVEMENT APPROACH IMPORTANT FOR
SAFETY?

Why should a regulator put so much emphasis on the continuous improvement
approach? The answer is that experience tells us that it is important for safety. Three
general reasons can be given.

• Managing and operating a nuclear power plant includes dealing with a number of
uncmainties. Some of these uncertainties have to do with the unplanned interactions
of system parts, others with the causes and consequences of'human error, and other ^
with theeffects ofaging and other sources ofplant degradation. Thus, theknowledge

^ base that appears adequate today may be proven by events and experience to be
3 inad^uate for mana^g safety. A CI organization anticipates the dynamic ^
'• requirements ofmanaging for-safeQr, and looks constantly for indications ofand ways

to protect aeainst develooine safetv Dfoblems.
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♦ A Q organization also looks for ways to do what it is currently doing in better and
more efficientways. A CI organization looksfor ways to improve the efficiency and

^ effectiveness of each task, so that the available resources can have the greatest impact
on safety and other plant goals. For example, rather than continuing to perform
corrective maintenance on a frequentiy failing component, a CI organization will

^ investigate whether the component or the system can be changed to improve the
overall reliability of thesystem. CI organizations canaccomplish more with thesame
resources than can non-Cl organizations.

• Finally, we believe that the important elements of what is fiequentiy called the safety
culture are imbedded within the more general concept of continuous improvement
Specifically, a CI organization requires of its members that they take personal
responsibility foradvancing theorganization's goals (including safety), thatactions be
intentional rather than haphazard, and that people look for ways of doing their tasks
better or resolving organizational problems. Further, the CI organization looks to
develop or facilitate organizational structures and processes for supporting these
fundamental aspects of the safety culture.
While there are many clear safety advantages to a Q approach, fostering a CI

approach within a regulatory framework has its own challenges. Many of the common
regulatory strategies and practices are inconsistent with promoting a CIapproach within the
utility. In the following section, we discuss how the activities of the regulator may need
to be adjusted in order to promote continuous improvement on the part of the regulated
organization. We use the Swedish situation as our primary example.

THE SWEDISH REGULATORY APPROACH

The overall Swedish regulatory policy is based ont he two roles given to SKI and
^ specified in the SKI charter. The first role is the formal regulatory and supervisory role.

It includes issuing formal rules and guidelines, licensing of installations and procedures,
inspection andenforcement andanalyzing incidents and other operational experiences. The

^ second role given to SKIis the active promotion of safety improvements. The regulatory
strategy of SKI is expressed as: "The licensee has the fiill and undivided responsibility for
safety. SKIshall monitor how the licensees shoulder thatresponsibility byforming a well-
founded opinion on the safety status of the installations and on the quality of licensee
safety work." SKI^s roleandstrategy thusimplieis thenecessity to both assess management
and organizational factors and to promote a continuous improvement approach.

/m •

Selecting and Applying Criteria for Judging Effectiveness of QualitySystem Methods

^ In terms of assessment, SKI has various means of gaining information on
organizational factors. These include operating experience through reportable events
(LERs) including trends, incident investigation, periodic safety reviews including PSA
studies, inspections, plant modifications, etc. When these sources of information are used
for assessing improvement, the main strategy for evaluations has been to focus on the
learning process, including the organization's ability to recognize and diagnose problems,
to formulate andimplement solutions, andto monitor theeffects of thesolutions andmake
adjustments as required by experience.

rn

Operating experience covers both the follow up of reportable events (LERs), trends
basedon theseevents, incident analysis, and the periodic safety reviews (called ASAR, As
operated Safety Analysis Report) covering experiences in a 10 year perspective. With
regard to LERs and incident investigations SKI, in addition to the weekly follow up of
these events, makes a more extensive yearly review of how incidents are rq>orted and
analyzed, solutions formulated, implemented and evaluated, particularly with regard to
events that are classified as.related to the interplay between man, technology and
organization (MTO). The review is^conducted as a team inspection with the team
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consisting of MTO specialists and SKI inspectors. The SKI assessment and feedback on
the approach taken is then seen as one opportunity for promoting improvements. Another '
effort to support this process has been the arrangement of a seminar together with all
utilities to encourage the sharing of experiences between utilities with regard to methods
and strategies used to deal with the andysis ofevents. ^

Theperiodic safety reviews have recently changed focus so as to include more clearly
requirements on an analysis of operating experiences from an organizational perspective.
The SKI evaluations of the ASAR reports concem the ability of the utility to analyze ^
experiences, evaluate them anddraw conclusions regarding necessary safety improvements.

Inspections. The shift in regulatory strategy adopted by SKI, with a gradual shift in
emphasis from assessing technical performance of systems and components to assessing the '
quality of management, operation and maintenance, has in turn required the development
ofnew methods for inspections. Examples are the new q)proaches developed to p^orm ^
inflections in theareas of organization and management, quality systems and maintenance
programs. In addition to the need to develop models, assessment methods and evaluation
criteria within these areas, die new approach to inspection has involved a change in the role ^
of the inspectors with new requirements on knowledges and skills. Great efforts have
therefore been devoted, first of all, to the continuous involvement of inspectors in the
development of the conceptual as well as methodological work within these areas,carried
out mainly throughresearch efforts. Also in the field-testing of new "tools" for inspection
and in parallel to this special training in the techniques of interviewing.

This developmental woik recendy resulted in a first team inspection, again with
inspectors togetho* with MTO specialists,within the areas of managementand organization,
quality systems and maintenanceprograms. An important lesson from these inspections
has been the need to be very familiar with various aspects of organizational context (such
as history, organizational changes, relations to corporate offices, etc.) as well as the formal
systems for safety management in order to be able to understand and interpret how these
are earned out in practice. Another challenge for SKI is how to present and follow-up on
observations made in these inspections so as to really promote improvements on the part ^
of the utility. SKI also realizes the need for monitoring and assessing the impact of these
new approaches to inspection as a basis for further improvements of its regulatory
strategies.

Plant modifications are in many cases handled through the interaction of several
functional units within the plant organization and can therefore serve as an important ^
information source on organizational factors. In fact, one of the major plant modifications
recentiy made in five of the Swedish reactors served as the case study in the team
inspections mentioned above. It gave a good opportunity to evaluate the organization's
ability to handle the various steps in the learning process and of how the formal systems
of safety managenient functioned in practice. ITie importance of proper analyses and
resources for these analyses in the initial phases of this modification work as well as the
risk of taking shortcuts in the formal systems for quality and safety management due to '
time pressure were some of the findings.

In the evaluation of how the plants handled this major modification, the role played ^
by SKI was also assessed. In this specific case, the plant modifications were made in
response to a requirement by SKL The five reactors were ordered to shut down their
operation when a basic design deficiency was discovered in connection with an incident
at one of the reactors. An independent investigation evaluated how SKI handled the
regulatory woik from the time of the inddent up to the decision to shut down the five
reactors, whereas the team inspections assessed the influence ofSkl's regulatory approach
on the utilities' ways of dealing with the necessary modifications. An important
observation was the need to formulate requirements so as to maintain the proper roles and
responsibilities in terms of safety according to the regulatory model adopted Le., for the
"ownership** of safety to belong completely to the utility organizations.

/ t
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The analysis of the problems connected with this need for plant modifications was at
SKI peiformed largelythrough a teamwoikeffort, with the integration and coordination of
the views from different specialistgroups. While this supported the development of a well-
founded opinion on necessary improvements to be made, it put extra demands on SKI not
to fall into the trap of also suggesting possible solutions to the problems, which is the

^ responsibility ofthe utility according to the model adopted for the interaction between the
regulatory body and the licensees in Sweden.

^ The Relevance of Rules and Regulations in Promoting Continuous Improvement

In general, the regulatory approach of SKI implieskeepingregulations at a minimum.
Two reasons beingto support the licensees' full responsibiUty for safety and also to aUow
for the development of thebestsolutions to safety problems. Too detailed regulations risk
limiting consideration to be taken to new technological innovations in the choice of
solutions. The development of rules or regulations in the area of management and
organization is connect^ with special problems. Detailed regulations in diis area of
management and organization is connected withspecial problems. Detailed regulations in
this area are neither conceivable nor desirable. SKI has only one regulation that influences
the conduct of work within the utilities and that is in the area of quality systems.
However, this regulation is formulated in a broad sense requiring utilities to implement a

^ qualitysystem "forall activities diat affect the qualitylevel," whileallowing for flexibility
in organizational structure and approach and encouraging a focus on improvement over
time.

SKI is at the moment in the process of revising all its regulations. Special
consideration is being given to the impact these will have on how plant organizations
manage their safety work. There is general agreementthat, apart from keeping regulations

^ at a minimum, thedevelopment should go in a direction that promotes continuous safety
improvements to be made. Or as one manager formulated it: "when the licensee faces a
problem we want them to look for the best solution instead of the right paragraph to
foUow."
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INTRODUCTION

Maintenance has a substantial influence on the safety and availability of a nuclear
power plant, but the management of maintenance and the work of maintenance technicians
has not been studied extensively. The fimctions of a maintenance organization change
gradually with the aging of a plant and with developments in technology. Preventive
maintenance is getting increased attention. The importance ofplant modifications andtheir
management is increasing. Especially the high quality of work in maintenance affects the
safety of a nuclear power plant. TTierefore, an essential issue in an assessment of a
maintenance organization is how this high quality can be achieved.

The purpose of thestudy has been to develop a method for organizational assessment
from the point of view of work culture, and to apply the method ina case study. The case
study was carried out at the TVO NPP in OUdluoto. The co-operation of TVO and the
contributions ofthe personnel of the maintenance department are gratefully acknowledged.

METHODOLOGICAL CONSIDERATIONS

Safety culture

In a report by the International Nuclear Safety Advisory Group (INSAG) on safety
culture (IAEA, 1991) the attainment of a good safety culture is implicitly conceived as a
process of internalizing given safety goals that are defined by the managers of the
organization. In our study not only top-down but also bottom-up mechanisms that
promote the development of safety culture are identified.

Conmiitment is an essential element of the concept of safety culture introduced by
INSAG. Organizational commitment may be defined as the relative strength of an
individual's identification with and involvement in a particular organization (Porter et. al.,
1974). When defined in this way, commitment involves an active relationship with the
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organization and hcncc, commitment could be inferred not only from the expressions of
an individual's beliefs and opinions but also from his actions.

Great similarities can be seen between the objectives of safety culture and those of a ^
quality programme (Williams, 1991). Quality is thus likely to improve substantially from j
the introduction of a safety culture. Especially as regards maintenance work, excellence
in quality can be regarded to promote excellence in safety. Due to this we prefer to use
the term work culture to refer to the norms and values that control the attempts of the ' ^
personnel to achieve the goals of their work.

Development of safety culture

Our attempt, and the problem of the study, was to understand the mechanisms of ^
development of work culture and to find means to promote such development.

A schema to conceptualize our assumptions about the development of work culture
in a mature organization is presented in Fig. 1. Orientation is the central concept of the ^
model. This concept, introduced originally by Galperin (1979), is used to indicate a
person's typical way to frame a problem in a situation that requires actions. The starting
point in our attempt to describe different types of orientation was an idea of the double
character of a problem. While a problem is a threat to the functionality of the system in
which it appears, it is simultaneously a possibility to develop it. It was assumed that this
dual character of the problem itself could be useful to differentiate a person's optional
reactions towards the problems he faces inhis work (Norros, 1989). The more the person
is oriented towards the development possibilities inherent in the problem the higher
development potential he expresses m his way of work. It is further assumed, that the
extent of utilization of thedevelopment potentials can also be interpreted as an indication '
of a persons expertise in a particularwork. ^

Hie original disturbance orientation model has been tested in different industrial
contexts. For this study a problem orientation model was developed. The model includes ^
four orientation types which are (1) Withdrawal orientation, (2) Routine orientation, (3)
Individual initiative orientation, (4) Systematic development orientation. The characteris- ^
tics ofdifferent orientation types are discussed in Wahlstrom et. al. (1992).

As depicted in the figure, management, through expressing their solutions to
managerial problems, and their subordinates, through expressing their solutions to
problems of their work, contribute to the development potential of the organization. In '
addition, organizational mechanisms, which the management is responsible for, and ^
emergent processes areneeded for the development of culture. Both areregarded as signs
of active commitment to organizational development.

In highly complex and risk-intensive production, (NPP production is commonly —
considered such), there is great pressure for both expertise and mle regulated activity. n
Other conflicting goals have also been identified in this kind of production (Cameron,
1986; Penow, 1984). Therefore it was assumed that expertise that exceeds routine
orientation would be called for. Individual initiative orientation would be insufficient in
the long term for two reasons: ITie complexity ofand the interdependencies in the system )
require co-operation and communication to carry out tasks. The second reason is that
conscious control of initiative is essential for safety. Thus, systematic development ^
orientationwould be required.

I \
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Figure 1. A scheme of the development of workculture.

Development
of work
culture

ASSESSMENT OF THE MAINTENANCE DEPARTMENT OF THE TVO NPP

Methods

The study was carried out at the TVO NPP in Olkiluoto; 22 people from the
maintenance organization were interviewed. The organization was divided into three
levels: management (5), foremen (5) and technicians (10). In addition, one person from
the work planning ^tion and QC were interviewed. Hie electrical maintenance section
was selected to represent the maintenance organization. A major part of the personnel of
the electrical maintenance section were interviewed in the study. Different sets of
questions were prepared foreach level of theorganization. Word for word protocols of the
interviews were prepared and analyzed by both researchers independently.

TTie questions to the management were grouped based on the main functions of the
management. The three main areas selected were (1) personnel management, (2) setting
and implementing goals and (3) development activities. These were &rther divided into
more detailed dimensions.

Thequestions presented to foremen andtechnicians dealt especially with thequestion
how to achieve high quality in maintenance work. TTie questions were aimed at bringing
forward practical cases where problems in the execution of work or in the attainment of
high quality had existed. TTie purpose was to get them to speak in concrete terms of the
contents and of the problems of their work and their relation to these problems. Also
questions related to motivation, responsibility and co-operation were presented.
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After a preliminary analysis the results were discussed with the personnel of each of
the three organizational levels of the study separately and a final analysis of the data was
made.

Results

tm

T^e analysis of the interview data was divided into three steps. First, it was
investigated, both among the managers and the maintenance personnel, what problems
challenge the attainment of the goals of. the organization and what conflicts exist in the
functions of different organizational units. Secondly, the interview data was used toassess
the characteristic features of the managers' and personnel's orientation to these problems.
The last part of the analysis dealt with the commitment of the personnel. An attempt was ^
made to find concrete organizational means which could promote the commitment of the
personnel to the development of the culture in the maintenance organization. Also
emergent processes that, as such, would be signs of commitment to organizational ^
development, were looked for. Also defensive mechanisms were noted. /

Problems. Problems were interpreted as expressions of internal tensions within the
organization. Intemal tensions of work were first analyzed for each personnel group
separately. They were then related to each other in order to identify some general features
that could be considered intemal conflicts within the maintenance activity as a whole. As
a result of this analysis three intemal conflicts in maintenance activity were identified.

First, as a result of the complexity of the production process, maintenance tasks
c^ot be preplanned in fiill. This causes demands for situational flexibility which is
difficult to achieve in a functionally organized and compartmentalized maintenance '
organization. Second, even though predicting maintenance demands may be difficult,
anticipation and early detection of problems should be aimed at. Adequate information
tec^ological and conceptual tools should be utilized for this purpose within the whole '
maintenance. Third, mastery of the continuously changing technology and organization is
the far-reaching goal of maintenance. To achieve this goal, greater integration and co- ^
operation Iwtween the different engineering disciplines and between design, maintenance
and operations within the organization is needed.

Also three general conflicts in the prevailing way of work in maintenance and in the ^
management of maintenance were noted. The first conflict deals with the difficulty of
finding an optimal principle to control activities carried out in the organization. Rule
regulation should not hinder the utilization ofexpertise inproblem situations. The second
issue is related to open and restricted communication. The third contradiction in the way
of work is the difficulty to create learning in highly regulated activities with a growmg
proportion of preventive actions. n

Development potential of the personnel. A problem orientation model was used to
evaluate the development potential of personnel. ITie model that expresses the basic ^
approaches to a problem situation was operationalized by using particular dimensions
based on different aspects of each personnel group's work. The orientations of managers,
foremen and technicians were studied. The orientation profiles for managers were elicited
in regard with the main areas ofmanagerial activities. The dimensions in orientation for
foremen and technicians were adopted from earlier studies in conventional industry and
they included the object of work, motivation, communication and work culture
dimensions. As an example of the results. Fig. 2 summarises the average problem
orientations of managers.

Tlie managers were well aware of different optional leadership styles and they were
also willing to evaluate their own leadership against these. Conceptual prerequisites for
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Personnel management
Leadership style
Coordination of activities
Communication

Setting and implementing goals
Setting goals
Monitoring and assessment
Experience feedback

Development
Organizational development
Managing plant modifications

Figure2. Hie average orientation of managers.

^ modem developmental management style can be seen to exist within the management.
Other interview data reveal, however, that the preferred leadership style is only partially
realized in management practices. This discrepancy between theory and practice was in

^ principle identified also by the managers themselves. One of the affected areas was setting
and implementing goals. Id particular the sub—dimensions setting goals and monitoring
and assessment were not as advanced as the other subdimensions.

^ While the orientation of the managers was mainly evaluated from the point of view
of how the object of work is defined, the orientation of foremen and technicians was
evaluated also from the motivation, co-operation, and work culture points of view. The

^ gener^ impression of the foremens' development potential is very promising. The highest
potentials were registered in the area ofwork culture and co-operation. Regarding work
cultoe, foremen gave advanced definitions of the requirements of quality in changing

1^, maintenance work and they were aware of the means to make the demand for quality
effective in maintenance. Co-operation was well conceptualized, valued and practised in
daily work.

^ The dimensions used in the evaluation of technicians' average orientations equal those
used for the foremen. A lesser motivational potential resembles the orientation of the
foremen. Some further aspects are particular to the orientations of the technicians. They
niamfest clear weaknesses in regard with the subdimension control of work within the
work culture dimension. TTiis subdnnension was designed to represent the personnel
approach to the rule regulation vs. expertise based regulation dilemma. Typical of the

^ technicians was to interpret the rules as given. In the dimension quality ofwork which is
also a subdimension of work culture the technicians are at a satisfactory level. High
quality standards were interpreted as essential and the technicians were able to define

^ features of quality. In the dimension object of work the technicians associated their
responsibilities strictly with the execution of given tasks. Thus, quality is valued but its
content is becoming outdated. The fact that technicians did not seem to identify the role

^ of conceptual tools in the development of expertise gives further evidence that the
technicians' conceptions of their work need enhancement.

^ Development mechanisms. The formation of work culture within an organization
requires organizational mediators. Four central mechanisms (feedback, communication,
co-opwration, learning and development) were identified and their existence in the

^ organization was studied. In a strict sense, as a set ofconscious instruments for organiz
ational development, such mechanisms could not be observed in the interviews, whereas
elements of such were found.

(«
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Conclusions

Based on the results of the analysis a general judgment of the development potential
in the maintenance organization was made. Adiagnosis of the situation is that the starting
point for the organizational development is rather good. The potential required to
implement such a development program was found to exist. This potential is especially
strong among the maintenance foremen and exists also in the management. It seems that
there isa common awareness of the mtemal conflicts and development necessities of the
maintenance activity. However, some important prerequisites for carrying out the
necessary development actions are lacking. For the first, the prevailing way of work, that
was identified through evaluation of the personnel's work orientation, has some
deficiencies which hinder the personnel fi-om optimally meeting the demands of the tasks.
Second, important organizational mechanisms that would promote the utilization of the
potentials could not be found. Without explicit impulses from their superiors, e.g.
conceptual and co-operative development measures, thepotential of technicians cannot be
developed and realized further. This puts pressure for the management to implement their
advanced management philosophy into practical measures. This could be carried out in
integration with technical modifications which seem to be well mastered. It should be
noted also, that the utility has nowadays started an extensive organizational development
program within the production department, whichincludes also the maintenance functions.
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EVALUATION OF QUALITY SYSTEMS

p Irene Blom\ Barbara Melber^, and Nancy Durbin^

^Swedish Nuclear Power Inspectorate
^ Box 27106

S102 52 Stockholm, Sweden

^Battelle Human Affairs Research Center
PO Box C5395, 4000 N.E. 41st Street
Seattie, Washington, 98105-5428, USA

INTRODUCTION

The importance of quality systems on nuclear facility performance has not been
considered in a systematic way even though a facility*s quality processes are expected to
have important effects on safety. For example, the effects of quality systems are not
included in Swedish PSA studies.

In 1990, The Swedish NuclearPower Inspectorate initiated a major revision of quality
assurance regulations. The revised regulations took effect in January, 1991. They are
broad in nature and emphasize establishment of and reliance on quality systems for "all
activities that effect the quality level." The more general composition of the regulation

^ allows nuclear facilities flexibility inorganizational structure and approach and encourages
a focus on improvement over time. The intent of these new regulations is to move away
from a traditional focus primarily on performance of hardware to a focus on a quality

,!* system that encompasses organizational and human performance.
The Swedish Nuclear Power Inspectorate (SKI), assisted by Battelle Human Affairs

Research Center, Seattie, is developing a methodology for evaluating the effectiveness of
^ such systems. The approach used is to identify factors critical to the effectiveness of

quality systems in the nuclear context and to develop criteria to assess the functioning of
these critical factors. These factors and criteria were developed based on expert knowledge
and extensive interviews with SKI staff and Swedish nuclear facility personnel. This paper
summarizes the evaluation method developed and presented in a draft handbook. The
evaluation method is currentiy being tested by SKI inspectors.

THE EVALUATION METHOD

Quality systems are both difficult, and important to evaluate because they cover all
activities that affect the performance of nuclear facilities. These systems may appear to
be boundless and undefinable and people often state that "everything we do, all ^e time,
affects quality." That statement is trae. However, the quality svstem is not the activities
done within an organization, or "everything we do, all the time." A quality system is a
specific set of methods designed to assure desired levels of performance of activities.
Although the set of methods that comprise a quality system is limited, the methods are
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appHed to carrying out aU activities. TTius, the nature of quality systems makes it /
important to estabUsh clear goals for an evaluation method.

In order to evaluate the quality system, the evaluanon method establishes four major ^
fioals- Be selective; Cover the fuU cycle of quality system methods; Capture the dynamic .
rature of the system; Provide support for improving quality systems. Sel^vity is
imoortant because SKI collects information on the quaUty system across the whole range ^
of activities in the faculty. Since it is not possible (nor desirable) to observe or document /
aU aspects of aquality system (or any other system being evaluated) there must be an
intentiona) selection of information. u f n ^.r^n^litv H.

It is important that the selection of areas for evaluanon covers the full range of quahty p.
svstem methods since an imbalance of emphasis can resuh in an incoirect view of the
fiiiicti""i"g of aquality system. Such imbalances in emphasis are common problems of
evaluation methods. They often result from an over-emphasis on mspecting what is easy
to obtain information on (for example, elements that can be counted, that are
straightforward rather than complex arid subtie) rather Aan on inspecang what is important, ^
in terms of understanding how a quality system functions. . f .

Because an effective quality system relies on an iterative cycle of a number of steps
(identifying problems, analyzing their causes, making decisions regartog how » so've
problems, implementing these decisions, evaluating how well the soluaons work, and
incorporating successful solutions into the organizations' policies Md procedures for
carrytag out die work), information needs to be gatfiered and carefuUy documen^ for
evaluation over a series of inspection activities in order to assure the coverage of die full
cvcle. Using outage activities at a nuclear power plant as an example, in order to attain
comprehensive information about the quality system for modifications Ae insp^tor will
need to collect information over the course of die entire year to cover the complete cycle „
ofplanning, executing, and evaluating the annual planned outap. '

Questions regarding the status of activities related to quality systems are best ask^
on a "real time" basis to die extent that is feasible. That is, in order to capture the
Hynamir^! nf thf! niialitv svstem. it is preferable to obtain information on how problems that ,
nuy need to be ^olv^ are identified while such information is actually being coUk^
and analyzed by faciUty staff ratiier Uian after decisions have beeii made. Obtaining _
information regularly during routine inspections, that is in a"prospective way following
die activities as Uiey occur over time-provides a dynamic view radier than relying on
individuals' memories ofhow decisions were made in the past However, tins is a nme-
consuming way to gather information andis not always practical. Prospective informatton-
crathcring is efficient when it is organized as a part of routine mspection acnvides which
cover arange of areas on aregular basis. Thus, die evaluation of die quality system is m ^
ongoing activity and draws from die full range of inspection acuvioes earned out by SKI.
WhUe each inspection results in part of die picture, die combined mspection efforts over
time provide a clearer, more complete picture. ^

The final objective of the evaluation method is diat die mediod itself will contnbute
tn the effecrivenes.-! of thp. mialitv svstem. One way diat die evaluanon mediod can
contribute is to provide an independent view of die functioning of die qu^ty system.
Furthermore, the inspection activities should avoid making unnwessarily intrusive demands
on die facility. For example, die evaluation mediod should use information diat is collected
and tracked on aregular basis as much as possible-for example, for anuclear power plant
diese would include internal audit reports, activity plans, and outage reports. •—
Selecting and Applying Criteria for Judging Effectiveness of Quality System Methods

Key criteria are used to judge the effectiveness of afacility's quality system methods.
These sue*

That the quality system contains methods for the basic components of a ^
quality system: problem identification, problem-solving, and standardizing
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• That these methods are prevention-based.
• That the methods are integrated.
• That the methods are focused on process and not only outcomes.

These criteria are used to evaluate the effectiveness of both the formal system (the
design ofthe methods-how the system is supposed to work) and the actual practices (how
the methods are actually used) at the facility. Amore detailed discussion ofeach of these
criteria is provided below.

Basic Quality System Components

The quality system is comprised of three components: a set of methods to iden^y
problems, a set of methods to solve problems, and a set of methods to standardize
solutions. The quality system provides a way to achieve systematic change and
improvement The methods for problem identification, problem-solving, and standardizing
solutions arc discussed in more detail below.

Methods for Identifying Problems. Methods for identifying problems vary with
regard to how problems are identified, who identifies problems, and when problems are
identified.

Problems may be identified when a problem is discovered in an unanticipated m^ner
or when a problem is discovered through an intentional process, such as an audit, an
operational experience review, or a shift turnover meeting to discuss problem areas. The
quality system should have methods to benefit from accidental problem identification as
well as having planned methods of problem identification.

Problems may be identified before an actual event, during the initial stages of an
event, or after the event has created significant problems. For problems identified at the
earliest stage, process improvement identifies and eliminates potential problems and
problems are prevented from having safety consequences. Early identification of problems
has the advantage ofallowing time to consider alternative solutions, creating a more stable
and safer environment It is also important to recognize and respond appropriately to
events when they are occurring or after they occur. Control functions, such as infection

^ and verification of work already carried out, identify problems after the fact While such
functions are a necessary part of a quality system, reliance on control as the primary
mechanism for assuring quality leads to a reactive, ratiier tiian a preventive, system,

r* Metiiods for identifying problems may be inclusive, where all workers are encouraged
to report problems, or metiiods may be exclusive, where specific positions have tiie
responsibility for finding and reporting problems. In most cases, a combination of

^ inclusive and exclusive methods is desirable.
The problem identification metiiods of anuclear facility will consist of interactions of

when problems are identified, who identifies problems, and how problems are identified.
The methods ofproblem identification should cover these three continuums: accidental to
planned; before to after, and inclusive to exclusive.

Methods forSolving Problems. There are five steps in a complete metiiod ofsolving
problems:

Analyzing problems (e.g., identifying causes).
^ • Developing alternative solutions to problems.

• Selecting solutions to problems.
• Implementing solutions to problems.

^ ♦ Evaluating impacts of those solutions.
The problem-solving method should assure tiiat changes are made based on the results

of systematic analysis of problems and proposed solutions. All steps of the problem-
^ solving process—analyze, develop alternatives, select, implement, and evaluate—need to be

included. An organization may focus on problem analysis but spend littie effort on
r*** Tllnn« fnr JirtlOTl hnt lint PYPTIItf* thPtTI. Hll(*
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to lack of resources or lack of clear assignment of responsibilities for implementation. /
The final aspect of problem-solving, evaluation of the impact of a solution, is one of the
most neglected—and oneof the most important—steps in problem-solving. Tracking actual ^
impacts of a solution identifies unanticipatedconsequences so that adjustments can be made
based on actual experience, or if necessary, a back-up solution can be implemented.

Methods for Standardizing Solutions. When the organization standardizes solutions /
it incorporates tested solutions into daily work policies and practices so tiiat improvements
become part of the standard operations of the organization. For example, many times an
organization will develop a solution for a problem but fail to establish training or ^
procedures to routinely implement that solution. Or, the solution will become part of the
formal system but resources may not be allocated. For example, an improved system for
reviewingchangesmay be adopted butadditional time for staff to perform the reviewsmay
not be allocated. Thus, the improvement is not fully standardized.

It is important to evaluate and refine solutions before adopting them throughout the
organization in order to avoid costiy and time-consuming implementation of proposed ^
solutions that may turn out to be inadequate.

Criteria for Judging Effectiveness

Three criteria for effectiveness wereestablished; (1) the system should be prevention
based, (2) the system should be integrated, and (3) the system should be process oriented.
These criteria are discussed in detail below.

Prevention-Based Quality Systems. A prevention-based approach is at the heart of
a quality system geared toward s^e operations-SKI's area of concern and oversight-as
well as basic to quality improvement in all areas. Prevention-based quality systems rely
primarilyon methods to anticipate potential problems and develop and implement solutions
before these problems occur. \\^ile these systems also have methods for addressing
existing problems and mediating the consequences of unexpected problems when they
occur, they do not rely on event response and after-the-fact analysis as the major methods
for safety improvement. One example of a prevention-based method is a predictive
maintenanceprogram. Anotherexample is the methodfor establishing qualifications, such
as education^ levels and training programs, which assure that nuclear facility staff have
the necessary knowledge and sldlls to perform their jobs prior to taking on job
responsibilities.

In order to achieve a prevention-based system, facilities must first address existing
problems quicklyandeffectively before they canexpend resources on anticipated problems.
Although anticipating problems and preventing them results in long-term savings overall,
it is often difficult to obtain resources for prevention-based activities, because there are not
immediate visible costsdue to a problem anticipated in the future. Forexample, replacing
a part after it wears out delays the cost of replacement However, the overall costs are
greater than replacing it on a standard schedule before an equipment breakdown, due to
interruption of normal operations and the need to schedule emergencymaintenance woik.

Integration. Quality systems cover all activities and the linkages among those
activities. An effective quality system will:

• Provide coordination across functional units and across management levels
of an organization.

• Assess decisions and actions in terms of their effects on the entire
organization, as opposed to only in terms of the individual unit most
directiy affected.

Evaluation of integration judges the extent and nature of mechanisms for coordination
that are built into a quality system. This is a central issue for an effective, organization-
wide svstem. If each functional unit attempts to indenendpntlv rrpatp it«; own nnnlinr
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system, problem identification and problem-solving are likely to be limited by a narrow
view of the issues bemg addressed and by insufficient authority to fully implement
decisions for change, in older to standardize improved methods in the organization.

Focus on Process. Effective quality systems focus on processes (how the woric is
done) rather tiian only on outcomes or results. They rely on methods of problem
identification and problem-solving that attempt to discover the Hnk between actions and
outcomes.

Many performance indicators used by facilities focus on results achieved, such as the
^ number of events in a given time period or a power plant's annual capacity factor. While

these outcomes are very important indicators of a plant's performance, knowing this
information by itself does not provide a basis for improving facility safety orproduction

^ performance. These indicators measure the results of processes; they do not provide
information on the processes that led to these results.

Focusing on process refers tothe specific methods for assuring quality. These include,
^ for example, how the planning method for scheduled outages is designed and actually

carried out, and whetiier these methods lead to a well-executed outage. Evaluation of a
process focus is based on evidence ofa facility's ability to both determine how processes
lead to specific outcomes and to use this knowledge for solving problems to improve safety
performance.

Evaluation of the Formal Quality System and Actual Practices

In order to detemiine the effectiveness of a nuclear facility's quality system both the
fon^ system and actual practices need to be evaluated. The fonnal system refers to the

^ design ofmethods for problem identification, problem-solving and standardizing solutions.
It isAe description ofhow the quality system issupposed to function at a facility. Actual
practices refers to what methods are used at a facility to ensure that desired levels of
performance are achieved.

A facili^ may have a well-designed set of methods covering all quality system
components, however, if these methods arc not followed, tiie quality system as a whole,

^ is not effective. On the other hand, it ispossible (although in practice not typical) to use
effective quality system methods even though the design ofthe quality system is poor.

This situation occurs when facility staff use effective quality system methods although
^ these methods are not part of the formal policies and procedures of the facility. There is

still a significant weakness in the overall quality system (altiiough particular activities are
carried outappropriately) because thesystem is relying solely onindividual actions without

^ established methods for assurance of the continuance of these actions when a particular
individual changes positions and is replaced by someone else,

SUMMARY

Applying the evaluation method requires collecting infomiation and analyzing that
information to make judgements about the effectiveness of the quality system.

Information must be:
• selective;
• cover all the components in the improvement cycle; and
• capture the dynamic nature of the quality system.

The analysis must then use the information to determine:
• if the qualiQr system covers the components of the improvement cycle

(identify problems, solve problems, standardize solutions);
• if it is prevention based;
• if it is integrated; and
• if it is focused on process as well as outcomes.
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INTRODUCTION

Complex systems such as nuclear power plants are continuously in development.
Observations in daily work by operational and maintenance staff, experiences from minor
incidents and planned systematic analyses using PSA are a few but important sources for
development

From a regulatory point of view different positions can be taken when assessing the
solutions presented by the plants to the problems identified The purpose of the paper is to
delineate questionsaskedwithina moreprocess-oriented legulatoiyapproach takingexanq)les
from a recent case-smdy.

THE FRAME-WORK

As has been shown by Olson & Thurber (1991) plants differ widely in how they go
about solving problems. They differ in their readiness to recognize the need for change, in
understanding the true nature of the problem^ in creating viable solutions, following them
through and in continuing the improvement cycle. The availability and quality of technical
resources has an impact on the process as has the competency and credibility of the
investigators. The resources and mechanisms provided to support integration and
communication betweengroupsand departments is an important factor in all phases. Such
differences can be expressed in tenns of the engineering, structural,managerial and cultural
capacities of the organization to handle the improvement potential

Thus, there are differences in what is done and how it is done that can be used in plant
assessments. These are differences in processes. Such a process-orientation can also be
usedas a complementary toolin assessmoits of solutions to an identified problem. It happens
thatplants which are gimilflr from a technical point of view come upwithdifferent solutions.
This is often the case when PSA has identifieda critical manualoperation. One plant might
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decide to support the manual operation with changes in instrumentation, procedures, and
training whereas another similar plant fully automates theoperation.

THE CASE

Loss of the main and auxiliary feedwater systems followed by failure to manually
initiatedepressurization is a critical sequence identified in the safety analysis of the newest
Swedish BWRs. Automatic depressurization can only take place when low water level in the ^
reactor occurs in combinationwith high pressure in the containment. Later a modification was
made to the effect that the depressurization function could be activated manually from the
control room on low water level. In the safety analysis the sequence was calculated to occur

with afrequency of4.3 x 10-6 per year orless depending upon differences in the design. The '
sequence dominated the total coredamage frequency.

In theopinion of theInspectorate theproblem hadnotbeen handled satisfactorily neither P
by plantmodifications nor by a satisfactory analysis showing that no further actions were
needed. The Inspectorate therefore asked theutilities topresenta solution to the problem in
conjunction with licensing for routine operations. In the following some questions are
discussed which were pait of the human factors review.

n

What value is put on problem recognition?

Organizations differ in their orientation towards problem recognition. The problems
may go unrecognized until the InspectOTate or anotherexternal agent bringthem to the plant's
attention. In this case the initiative for reconsideration came from the Inspectorate, and the
work done by the plants was an answer to that It is then interesting to observe how much m
effort the plant is willingto spendin order to take ownershipof the problem. '

Some organizations may be more coqipliance oijented, trying to just comply with the
implicit demands of the external agent Some organizations will argue for their solution in p
place, not showing efforts to consider alternative solutions or to morefully understand the
problem. Other organizations may use the possibility to, maybeonce more, challenge their
own previous understanding of the problem. p

How are different groups and experiences included? ^
r' ^

\

PSA- studies are often performed by a few specialists, sometimes not working in the
acmal plant. The request stimulated in one plant the development of an approach where ^
separatedeterministic, probabilistic, human factors, and operational experiencestudies were
made in the problem analytic phase.The four perspectiveswere later integrated towards the
decision phase. p

In the human factors analysis, control room staff and instructors analysed four '
scenarios. They were asked to assess the difficulty in the detection, decision and action
phases. Factors considered by the operators were mainly the training, procedures, process
informaticHi and the number ofchoices available.

In the PSA-analysis of the sequence, as reported by Hirschberg (1990), conflicting
goals and time pressure were seen as the main factors behind nonactivation of manual

; i



depressurizadon. Operators might feel reluctant to perform the action in view of did07 -21
consequences associated with unjustified initiation of depressurization. Adeprcssurization
event is expected to lead to arelatively long shut-down period due to the substantial loads to
which the plant structures are exposed and subsequent need to check the affected equipment.
Ifdepressurization is needed, but not earned out, the consequences can be disastrous.

The difference in perspectives ofthe operators in the plant study and the PSA- analysts
is interesting. The operators stress difficulties in diagnosing and handling the situation due to
unreliable indications of water level in tiie reactor vessel. Their procedures also cover
measures when level indications are unreliable. As observed by Norros & Remian (1991)
operator conception of risk is to agreat extent acquired through earlier operational experience
andis different fromtheanalytical engineering viewof risk.

The differences in theactual case also indicates that theanalytical and theoperational
approaches are not well integrated in the organization, and that there might be a big learmng
potential for both in consciously trying to increase their integration.

A more analytical behavioural approach was lacking. The application of deep
behavioural knowledge could mean an even better understanding ofthe problem.

What levels in the organization are considered in the analysis?

Usually only the operator level is considered in this kind of analysis, whereas
managerial and organizational factors arc not not taken into accounL This is also the case in
both the PSA-analysis and tiie operator study described above.

Operational observations would however suggest that this is adecision situation where
managerial behaviour could have an impact on operator behaviour e.g. tiie priorities given to
safety and economics in decision making. In reality, the decision to initiate depressurization
might be adecision taken by operational management One approach could for example be to
analyse the decision situation (Table 1) both from the operators* and the management s jwint
ofview in terms of

- probabilities for different outcomes
- costs for different outcomes

- costs to increase theprobability ofconea action
- safety enhancements toincrease the probability ofcorrect action.

Table 1. Decision simation in depressurization.

Action calledfor

Action

performed

No

DP

DP

No DP DP

Correct Failure

Unjustified Correct



Is operating experience reviewed?

Incases likethis, there often is a review ofoperational experience, own andothers. In /
good projects the review includes besides hardware aspects areview ofhuman aspects. In
this case an analysis was made ofexperiences from failures ofthe feed water systems in the ^
plant and worldwide. Experiences from events and simations were not systematically analysed j
where operators and managers had tomake adecision facing conflicting goals.

Are alternative solutions analysed?

Developing altemative solutions is thought toencourage consideration ofdisadvantages n
aswell asadvantages ofpossible solutions. Itis also hoped tobe ameans for avoiding getting
locked into a favoured first idea. As in this case, often only one altemative is thoroughly

ftm,

analysed.

Decisons on a suitable automation level is one of the most critical during design and
design modifications. In the guidance document developed by Basti et al (1991) general
principles are stated for assigning a specific fimction to human orto machine. Itise.g. stated
thatautomation should beused to protect society from thefallibility and variability ofhumans.
It should therefore beused when human capacity could easily beoverloaded such as situations ^
with severe consequences incase ofeiror, and tasks requiring rapid peifomiance, processing ^
of large quantities ofdata, high accuracy orrepeatability. Human cognitive strengths should
be used. Functions which require heuristic or inferential knowledge, and particular flexibility
should be assigned to humans. Automated tasks should not bedesigned todepend upon the
himian when automation fails.

Initiation ofdepressurization was inone of theorganizations fully automated duetothe
serious consequences in case of error and the short time available for action in some
scenarios. The initiation was made dependent on low waterlevel, butdepressurization could
be delayed by the operator. Although automated, the fimction thus could become dependent ^
upon the human actions taken, which indicates that thoe are problems with the solution.

The other plant decided first tosolve the problem with the unreliable level indications.
A successful solution of thatproblem should improve thedecision situation of the operators as
well as the conditions for a more automatic initiation of depressurization. Improved level
measurements should also facilitate operator decision making in other sequences.

CONCLUSIONS

The plants differ somewhat indesign, which might have influenced the decisions taken.There
were however also differences in how they approached solving the problem. These seemed
mainly to bedifferences in how well different groups and experiences were integrated in the
analysis of the problem. It is expected that further improvements can be made through
consciously including deep behavioural knowledge into the analysis, particularly in the
analysis of operational decision situations on management and operator level involving
conflicting goals.

r
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INTRODUCTION

The authors have been developing an autonomous operation system for nuclear power
plants. Prime objective of the system is to grade up operation reliability by eliminating human
factors and enhancing control capabilities. For this objective, both operator's role and
traditional controllers are replaced with artificial intelligence (AI) systems. Construction of a
prototype system for a loop type Fast Breeder Reactor(FBR) plant was planned as a means of
evaluating applicability of AI systems to the autonomous operation. Main targets of the
prototype system are to enhance control capabilities at a normal operation mode and to allow
the AI systems to operate the plant in case of anomalies.

In the present paper, norms of autonomy and conceptual design for the prototype
system(Endou et al., 1993) are described briefly and two types ofmethods for diagnosis in the
prototype system are proposed on the basis of the conceptual design. One of the method is to
determine whether a current operational mode can be maintained in case of anomalies. The
other is to identify root causes of anomalies. Both methods are intended to take in changes or
effects due to reorganization of functional structure of the plant which is one of essential
features of autonomous operation systems.

AUTONOMOUS OPERATION SYSTEM

Norms of autonomy are defined(Miki et al.,1989) as follows based on an analysis of
functions of nuclear power plants; (a) to maintain its own basic functions, (b) to protect
oneself from catastrophic events, (c) to reorganize oneself in case of its partial failure, (d) to
harmonize with the environment, and (e) to improve its performance by itself.

It can be said that the norm (b) and (d) are dmost realized by the plant system itself in the
current nuclear plants. On the other hand, the current plants require proper human assist to
achieve the norm (a),(c) and (e). Consequentiy, the most significant subject to be solved
immediately in the development of the autonomous operation system is to substitute AI
systems for human roles relevant to the norm (a),(c) and (e) in existing plants. In the prototype
system, a great emphasis is put on realizing the norm (a) and (c).
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For the norm (a), AI systems have to realize knowledge based actions such as human
operators would do in case ofsettlingof unanticipatedoccurrencesand unusual application or
rearrangement of plant equipment. Therefore, the authors take a model-based approach to
which basic features of human cognitive process are reflected. The models should be
constructed from multiple viewpoints so as to make them applicable to as many kinds of
problems as possible. Consequendy, changing a point of view in human problem solving
process can be realized by means of selectinga suitable model according to circumstances.

For the norm (c), the autonomous operation system itself must have capability of
reorganization of its functions as same as plant system does. A hierarchical distributed
cooperative system as shown in Fig.l is adopted for the autonomous operation system,
because distributed cooperative system is superior to centralized system in many respects
such as the reorganization, localization of failure effect and because hierarchical system is
appropriate for controlling simultaneously subordinate systems. A multi-agent architecture
suitable for constructing distributed cooperative systems is applied. Each function such as
diagnosis shown in Fig.l is realizedas an agent which consists of a knowledgebase and an
inference engine.Methodology diversification is adopted so as to facilitate the reorganization
of the functions in the operation system. The methodology diversification is a concept that
several methods based on differentprinciples are applied to one specific task in diagnosis or
control. An agent which executes a task basedon one method is named method agent. The
methodology diversification has effects to prevent loss of system functions due to common
causefailure bymutualbackup andtoisolate a failed agent from thesystem. Inordertorealize
diversity in metiiodology, an upper level agent is adopted tocoordinate method agents. The
upper level agenttries toavoid inconsistency among conclusions derived from method agents
and to reach a consensus. It also makes theconfiguration of multi-agent system simpler and
reduces the amount of intercommunication among agents.
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One of the aims in distribution of control or diagnosis task is to execute processing
efticiently, because distributed agents for decomposed tasks can execute their tasks
concurrendy. Control and diagnosis agents at local level in the prototype system are prepared
for every control system as shown in Fig.l. On the odier hand, agents at plant level are
prepared for every plant operational mode for the sake of reduction of their task's complexity.

DIAGNOSIS FUNCTIONS

A main role of diagnosis agents in the autonomous operation system is to obtain
information so that control agents can take proper actions. Main actions of the control agents
in case of anomalies would be as follows; (a) to choose an appropriate operational mode or
efficient control strategies, (b) to reorganize plant functional structure appropriate for the
situations if needed, (c) to remove or to fix root causes. Therefore, diagnosis agents in the
autonomous operation system should acquire information necessary for bodi action (a) and
(c). In addition, the changes of functional structure of the plant due to the action (b) should be
reflected in agents' knowledgebases.

In the prototype system, agents for the plant diagnosis obtain information necessary for
the.action (a) and agents for the local diagnosis work for the action (c).

Plant Diagnosis Function

The authors adopt a method using a hierarchical plant functional model as the plant
^ diagnosis which determines whether the control agents will be able to maintain theircontrol

goals in case of anomalies.
In the model, an operation goal is positioned at the top and functions necessary to attain

^ the goal are located as subgoals atimmediately subordinate positions. In the same manner, a
function is decomposed into lower functions. The decomposition of the functions ends at
component function level. Hg.2 shows a part of the model for a full power operation mode of
an FBR plant Dashed arrows indicate side effects from a function to others but superior ones.

^ As shown in Fig.2, controlling feed water(FW) flow rate which is a subgoal of controlling
heat sink would effect pressure at turbine inlet stream, but the effect would not be used for
controlling the pressure.

^ Knowledge about functional relationship to upper and to lower functions, side effects,
methods of examining whether normal conditions can be maintained should be defined for
every function. Multiple methods ofexamination should be defined according to the concept
of methodology diversification. The methods, that can be defined are as follows; failure
detection by set values of alarm signals, estimation based on conservation law of mass or
energy, logical integration ofconclusions at lower level functions, use ofresults derived from

^ the local diagnosis, estimation derived from living PSA system(Dinsmore, 1989) and so on.
As mentioned before, the plant functional model should be modified according to the

reorganization in case of anomalies. A plant diagnosis agent is prepared for every plant
mm operational mode. When an operational mode must be changed for some reason, a plant

diagnosis agent for a new operational mode should begin to work. The reorganization at a
lower level function is reflected in its active state and its normal conditions. There are several

types of active state, such as working, waiting, starting, being isolated. One of waiting
functions works only in case ofanomalies or another one could substimte otiier functions. The
function for controlling temperature of turbine inlet steam surrounded by dashed rectangle in
Fig.2 is an example of a waiting function, because the aim of the function is to decrease the
temperature only when it increases abnormally. Starting function is one under way from
waiting to working. In case of anomalies, a working function estimated anomalous would be
usually isolated so that the function would not affect superior functions.

108-3
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When anomalies aie detected, the plant diagnosis agent tries to distinguish which
functions are failed and to investigate relevancy among them. The investigation should take
both results estimated according to the normal conditions and tiie current active state into
consideration. When a working function is evaluated to be anomalous, tiie effect of the
anomalous function would influence its superior functions. In this case, it is necessary to
search the highest function that is estimated to be effected from the failed function. On the
other hand, when a failed function is isolated due to reorganization, then the diagnosis agent
does not conclude that the influence would extend to superior functions of the failed function.

An plant diagnosis agent whose model is shown in Fig.2 has been constructed. As a
result of the diagnosis using simulated data, it was confirmed that functions effected by a
malfunction could be distinguished whether the malfunction was identified or not.
Implementation of a mechanism for rebuilding of the model according to the reorganization
willkeepin step witiidevelopment of controlagents so as to takeintercommunication among
these agents into account

Local Diagnosis Function

The authors adoptmethodbasedon a causalnetworkmodelfor identifyingrootcausesof
anomalies. The root causes must be identified concretely. Therefore, the model represents
bothcomponents and processparameters associated with thecomponents as nodesandcausal
relations among thenodes as links. Fig.3shows apartof a causal network foranevaporator of
an roR plant at a power operation mode. Arrows in Fig.3 show directions of the causality
between pair of nodes. The diagnosis is proceeded by tracking lines reversely to thearrows
from symptoms tocandidates ofrootcauses. Thelocal diagnosis has todetect those symptoms

Fig.2
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in order to take countermeasure before significant affection would appear. Numerous
methods for detecting anomalies have been proposed, such as harmonic analysis,
computational mechanics, optimalestimation, statistical test, fuzzy inference, neural network.
According to theconcept ofmethodology diversification, anappropriate setof these methods
should be applied to eveiy nodefor detecting its anomaly.

In general, it isdifficult todiagnose a large scale system such asa nuclear plantusing its
causal network because of its complexity. Decomposition of the total causal network into
subnetworks is applied so as to reduce the complexity. The subnetwork is constructed for
everyplant subsystem as shown in Fig.l. Neighboring networks are connected to each other
by same observable node(s) whose state canbe monitored. Thenode for feed waterflow in
Fig.3 is one of such connecting nodes. Furthermore, active causal links defined next
paragraph allow to search effectively which subnetwork includes the root causes of the
anomalies.

The active causal linksrepresent relations among process parameters associated with a
streamof mass or energy which shouldexist in a normal situation. If a streammust be cut off
for some reason such as change of plant operational mode, then the state of causal links
associated with the stream should become nonactive. All of the effects are transmitted along
with the streams in a normalsituation. Consequentiy, influence froma root cause occurred in
a causal network can be found only in active links in other networks.This is the reason why
the effective search for a root cause can be executed using active links.

The reorganization of plant functional structure may lead to change the directions of
some streams or to cut off other streams. Therefore, the resuh of the reorganization can be
reflected in directions and active states of causal links.
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At the first step of the diagnosis, every agent of local diagnosis whose network involves
anomalous nodes tries to search routes effected by root causes among its active links. If a
source node of the routes is connected with other causal network, it is concluded that the
influences ofanomalies may come from other causal network, because anomalies from other
causal networks pass through active causal links asmentioned before. InFig.3, if temperature H
at inlet sodium which is connected with the causal network for super heater is inferred to be a
source node of anomalies, the influence may come from super heater. If it is infeired that there
is no effected route from other networks, then the diagnosis agent tries to search effected p
routes among non-active causal links and to find candidates of root causes. Fig.3 also
illustrates the reasoning process to infer the root cause when temperature at inlet sodium is
observed as high to excess. Reasoning is proceeded by tracking bold lines and bold dashed ^
lines reversely to the arrows. In this case, as no influence from other networks is found, the
release valve is identified as a root cause.

Implementation of both reasoning mechanism and a network for the evaporator and the
super heater shown in Fig.3 has been carried out. As a result of diagnosis, it was concluded •
that identification of root causes using a causal network could be done. Diagnosis by
distributed agents andreflecting of the reorganization in the causal networks as presented in ^
this article are now under development.

CONCLUSION

A model-based approach is taken to realize humanlike decision-making process by AI
systems. A hierarchical distributed cooperative configuration is adopted to the system because
of its superiority in reorganization of system functions. The system is realized by a multi-
agent system. In the system, methodology diversification is assured by preparing different
types of method agent An upper level agent of method agents is also presented whose roles
are coordination of method agents.

Diagnosis methods to determine whether a current operational mode can be maintained
based on the hierarchical plant function model and to identify root causes ofanomalies based
on the distributed causal networks are applied to the prototype autonomous operation system.
Both models can take in the effectof the reorganization of plant functional structure.The plant
hierarchical model reflects the reorganization in active states of functions. On the other hand,
the causal network reflects it in active states of nodes and the directions of the causal links.

The active states of the causal links also allow to search root causes efficiently in distributed
networks. Application of methodology diversification to both diagnosis methods are also
presented.

The validation of the diagnosis methods will be conducted by connecting to a building
block type FBR plant simulator(Endouet al.,1992). Development of hierarchical distributed
cooperation, rebuilding of the models due to the reorganization, methodology diversification
described in the present article are now under development.

n
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A UNIFIED PARADIGM FOR SPECIFYING, MODELING,
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- INTRODUCTION

This paper presents an integrated paradigm for Specifying, Modeling, and Verifying
n (SMV) dynamic systems. The process is performed in three integrated phases.

The first phase of SMV is the specification of the system. Relevant characteristics
of the system components are specified. These descriptions subsume elements such as:

n components, events, common-cause failures, and shocks. The specification uses the
programming-like syntax (by "programming-like" it is meant a syntax that is similar in
style to usual programming languages (e.g., Pascal, Basic, etc . . .) ) called Reliability

^ Descriptive Language (RDL).
The second phase is the model generation. In this phase, the RDL specification of

the system is translated into a mathematical model. The translation is performed by a
^ compiler that generates a new extension of Petri nets'-^-^, termed Reliability System

Assessment Petri nets (RSA Pnets). From this RSA Pnet representation of the system, a
reachability state generator automatically synthesizes the event-sequences of the system.

The third phase is the verification of the system. Here, the behavior of the system
is analyzed using the event-sequences generated in the previous phase. The approach taken
inSMV involves automated verification techniques known asmodel-checking'*. The specific
properties that need to be verified are expressed through formulas written in a new query
language called: Reliability Query Language (RQL), which is based on (branching)
Temporal Logic.

THE SPECIFICATION PHASE

As explained in the introduction, the first phase in the SMV paradigm is the
specification ofthe system in question. Amore detailed explanation of RDL is given in this
section. However, for reasons of space, only a conceptual description of RDL can be
presented here. The complete syntax of RDL is defined elsewhere,^ by means of
Context-Free Grammars (CFG)®. The RDL specification is performed in a "'Bottom-Up'"

108-7



n
108 - 8

style. The system is defined by listing its components, subsystems, and the way these
interact. The "Bottom-Up" approach is sometimes contrasted to the viewpoint known as ^
"Top-Down," or "functional," in which systems are described starting from a high-level ,! ,
formulation of global functions, and proceeding to decompose each function into
subfunctions, and so on. ^

In RDL, the functional information is not provided explicitiy. As in other !
Bonom-Up descriptive approaches, the definitions of functions are implicidy subsumed in
the description of components and their interactions. Interactions among components are ^
mainly described through events. Thus, from this point of view, the SMV paradigm also i
belongs to the class of methodologies known as "event-driven." The event-driven approach
is very a convenient one for the description of the behavior of dynamic systems. ^

In general, the structure of an RDL syntactic specification consists of the major
following sections:

a) Component Section (required): in which system entities such as: pumps, ; ;
valves, switches, human operators, etc . . ., are described. For each of these, one
specifies its name, possible states, initial state, and internal transitions. The term p
"internal transition" represents possible transitions from one component-state to
another. They are "internal" in the sense that they occur without the interaction of
other components considered in the analysis.

b) Special Places (optional): to offer a means of defining "intermediate
states or conditions" in the system. For instance, suppose a phased-mission is being
analyzed. In that case, it is desirable to indicate that a certain intermediate phase of
the mission has already been achieved. Special places may also play the role of
"intermediate events" in Fault Trees®*'*®. Another example of special places is given, n
for instance, in cooling systems. In such systems, the analyst is usually concerned
about the temperature and pressure at certain critical points within the piping lines.
These critical points are not components per se, but can be described through p
special places.

c) Defining Failure and Success Sets (optional): failure or success criteria n
can be defined. To do this, a collection of state-component sets are specified. '
During operation, the components may reach simultaneously a global state
prescribed by one of the defined failure or success sets. Should this happen, a p!
system mission failure, or a system mission success would have been achieved,
respectively.

n

d)Simultaneous Internal Transition Sets (SITS) (optional): in some cases '
it is necessary to contemplate the possibility of various events happening simulta
neously. For instance, suppose a system contains two identical pumps. After P
describing the two pumps individually, an RDL specification may dlow the
definition of a SITS called, say, "Two_Pumps_Fail." The applications of SITS to
the analysis of Common Cause Failures should be evident. n

e) Event Section (required): the event section lays out the relationship
among the different components and special places. For each event, one specifies:
its name, its preconditions, and its consequences. Preconditions are essentially
boolean expressions combining different component states and/or special places. If
the boolean expression is true, then the event can take place. Consequences are ^
essentially a list of component states. After an event occurs, certain components '

I !



(usually) change from one state to another. These new states are listed as conse
quences of the event being defined.

f) Comments (optional): to enhance the readability andunderstandability of
RDL specifications. These comments are Pascal-like, that is, they consist of
arbitrary text enclosed within the symbols: "(*" and "*)."

Figure 1 depicts a small fragment of a specification for RDL. The example shows
only the description of an specific system component. For reasons of space, other sections
of an RDL specification have not been included. However, the portion displayed in figure
1should provide the reader with a more concrete idea of the "syntactic-look" of RDL. This
fragment is taken, verbatim, from a complete RDL description of the Nitric Acid Cooling
System^. The main elements involved in this system arc a temperature sensor, an indicator,
controller, two water pumps, a heat exchanger, two valves, and a human operator. A
complete description of the system is of littie use here.

component begin
nanie:=INDICATOR;

states:=

diml ;= VL. L, N, H, VH; (♦ temperature *)
dim2 := NORMAL, STUCK, FAILED; (* status ♦)

initially := [ N, NORMAL ];
internal transitions begin

GETS^STUCK: from [ * , NORMAL J to [ * , STUCK ];
FAnilfflGH: from ( ♦ . NORMAL 1to [ VH . FAILEDl;
FAILS_LOW: from [ ♦ , NORMAL ] to [ VL , FAILED];

end; (* internal transitions *)
end; (♦ INDICATOR ♦)

Figure L RDL Specification of Temperature Indicator

THE MODEL-GENERATION PHASE

As mentioned in the introduction, the second phase of the SMV paradigm consists
ingeneratii?g amathematical model from the previous RDL specification. The mathematical
entity used in SMV is an extension of standard Pnets, termed RSA Pnets. The translation
is automatically performed by a "compiler," which takes the RDL specification as an input
(a standard ASCII file), and produces a (computer representation) of the RSA Pnet model.
From this RSA Pnet, a state-space generator is executed^ yielding all the possible event-
sequences. It is important to indicate that this phase is transparent for the user (i.e., die
analyst) whose role in SMV is restricted to the first and the third phases. The generation
of the RSA Pnet as well as die event-sequence computation are performed automatically.

There exist several advantages in adopting a Pnet modeling framework. Pnets
provide aprecise formalism for state-space analysis^*". They also prove to be a convenient
visual-communication aid for describing complex systems. In general, Pnets can be applied
to model any system that requires some means of representing parallel or concurrent
activities. Analysis of their reachability state space can reveal important information about
the structure and dynamic behayior of the modeled system^^. Many properties about the
executional behavior of a modeled system can be verified by studying the corresponding
coverability graph '̂̂ ®.
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Since its original formulation in 1962, Pnet theory has grown considerably and

researchers have proposed many practical applications andextensions to theoriginal model.
However, one of the main problems with extending the original Pnet model is that the
analysis of the proposed extensions can become untractable. In other words, modeling
convenience is improved at the cost of given up analytical power. This is a usual tradeoff
in modeling.

Keeping a fair balance in this tradeoff was a central concern in developing the SMV
paradigm. RSA Pnets, the extension to Pnets utilized in SMV, provide sufficient modeling
convenience, and at the same time are amenable to a full analysis. In essence, the extension
was conceived in such a way that every RDL syntactic construct finds a natural
interpretation in RSA Pnets.

The usual Pnet notion of "markings," "firing-rules," and "places and transitions"
have been generalized to reflect the different syntax-constructs in RDL. A complete
description of RSA Pnets exists^, but falls out of the scope of this presentation.

n
/ .

THE VERIFICATION PHASE ^
^ i

As mentioned in the introduction, the query language (RQL) used in SMV is based
on Temporal Logic"''̂ ^^. The need for a "temporal" dimension in a query language for ^
dynamical systems is clear. Conventional (predicate) logiccan be usedto express properties
such as "component X is failed," or "component Yis working." However, more complex
statements involving sequences of events are not easily formulated through conventional ^
logic. ' ^

Dynamic systems produce sequences of states as certain events occur. There is thus
a need to reason about sequences. These sequences (or "paths^ as they are also termed), p,
lie at the heart of Temporal Logic and the model-checking techniques.The notion of "time"
used here is not an "absolute" one (e.g., expressed in minutes or hours). In SMV, the notion
of "time" corresponds to the ordering of the event-sequences generated as the system ^
operates^^.

Given an initial state, one or more events may happen. When one of these events
occurs, the system goes to other states. In those new states, other events may happen, and
this process is repeated. In this way, the event-sequences can be visualized as a tree-like
structure.

This tree structure has been used in conventional reliability analysis techniques like
the Event Tree Methodology in which the analysis starts with an initiating event. From this ^
event, the analyst constructs the branches that represent the possible events following the
initiatingevent. This processis repeated and an EventTree is thus generated. The resulting n
event-sequences are used to compute probabilities. Also, the Event Tree formulation is
usually performed manually by the analysts.

By contrast, in SMV the event-sequences are automatically synthesized from the
RDL specification. The event-sequences can be analyzed in more detail to verify more
complex properties corresponding to the system behavior. For instance, the relative order
in which two events occur within a sequence can be imponant in specific applications. ^
Also, in some systems it may be important to verify that after a certain event has occurred,
another specific event occurs (or is avoided). RQL, used along with model-checking
techniques, addresses these questions and similar ones. n

To do this, RQL introduces path quantifiers that allow the reasoning about
sequences. Supposep and g describe twopossiblestate-configurations. Table 1, shows some
of the typicalRQLformulations and their corresponding intuitiveinterpretation (the validity ^
of the formulas depends upon the state that is taken as a reference. Usually, it is assumed '
that the initial state is taken as a basis). Many of the properties in this table could be



considered "goal-directed" requirements. By verifying properties such as these, one could
prove (or disprove) that the system meets specific goals.

Table 1. RQL foimulas and their intuilive meaning

COMBINATION INTUITIVE MEANING

AF (p) p is inevitable

EF (p) p is attainable {feasible)

AG (p) p is invariant

AG (p AF ig)) q is eventually achieved after p

AG (p =» AF (-'g)) q eventually ceases after p

AG (p => AG (^)) q is maintained after p

AG ip => AG (-'^)) q is avoided after p

There are two compelling reasons to use a query language like RQL. First, because
the properties can be formulated concisely and precisely. RQL provides a well-defined
concrete syntax leaving no room for ambiguities. Second, because there have been many
efforts in developing efficient model-checking algorithms to verify Temporal Logic
formulas'* within large state-event spaces. A verification scheme taking RQL as a basis
could benefit from these already existing algorithms.

CONCLUSIONS

The SMV paradigm also constitutes an useful tool for the verification of reliability
and safety-related properties of dynamic systems. Being a bottom-up approach, die SMV
paradigm is more useful during late stages of the design phase. In summary, the primary
advantages of SMV are:

• Event-sequences, which represent the behavior of the system, are automati
cally synthesized from the (RDL) specification of the system.

• The modeling framework allows a very comprehensive translation of
interactions among components and subsystems, including human actions.

• Events, Common Cause Failure, and Shocks can be modeled explicitly.

• Non-conventional reliability-related verifications can be conducted using
RQL. Temporal relationship which are not easily expressed using conven
tional approaches, can be formulated naturally in RQL.

• Even though the modeling framework is based upon Petri nets, the analyst
does not need to understand the intricacies related to this particular
mathematical structure. User's interactions are performed exclusively through
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the languages RDL, the specification language, and RQL, the query of
verification language.

Of course, the SMV paradigm has also some limitations. One of them is that RDL
lacks hierarchical structure ("Object-Orientedness"). This makes the description of large
systems somewhat cumbersome. However, RDL has to be taken as a prototype tile within
a larger picture. Specifying a system via RDL is not the end itself of this paradigm. Rather,
what is sought is to verify the behavior of a dynamic system. Obvious extensions to RDL
in the syntactical realm or even of a graphical nature are possible, and could be used within
the essentially same framework.
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_ TOWARDS A TAXONOMY OF SYSTEM FAILURES

J. Cyrano Ruiz and Mohammad Modarres

Center for Reliability Engineering
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University of Maryland, College Park, MD 20742, U.S.A.

INTRODUCTION

There exist several system assurance methodologies to identify, understand, predict,
correct, and avoid system failures. Many new techniques are constantly proposed. Despite

fmt ongoing progress, system failures have caused several disasters in the recent past. This
situation is unlikely to significantly improve in the foreseeable future. One of the reasons
is that technical systems are called upon to perform increasingly complicated and crucial

^ tasks in today's society. No inmiinent analytical breakthroughs that will eventually
guarantee failure-free systems can be anticipated. Thus, the consideration of failures and
their causes are and will continue to be important in the analysis of systems®.

m, Generally, system failures do not '*jusf* occur randomly. They are the effect of some
causes that may be traced back, if the necessary information is available. Failures are not
solely "physical" failures (e.g., hardwarebreak-downor wear-out, humanerrors, or software

m error). Causes for system failure may originate, as this paper will explain, in any of the
phases of the so called: "system life-cycle" This cycle usually subsumes the phases of:
specification, design, implementation, and operation.

The present paper discusses the "etiology" of failures (i.e., their causes) based upon
this system Hfe-cycle. This discussion leads to a generic taxonomy of system failures based
upon their original causes. Classification of failures according to their causes is a topic that
has been treated by several authors'*'̂ *^. In this paper, special attention is paid so that the
taxonomy be as generic as possible in order to contemplate a maximum number of different
types of systems. For instance, software systems are very different m nature than, say,

r* chemical systems. However, most systems share a similar framework for thek life-cycle
phases, with minor variations. With this assumption (along with its corresponding
limitations), a classification of failures is developed in this paper.

A GENERIC AND SIMPLE MODEL FOR THE SYSTEM LIFE-CYCLE

The process of developing technical systems, especially those of large scale and
complexity, follows what is known as the '̂ system life-cycle" involving different phases.
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108 - 14 Even though these phases are usually listed sequentially, they may be interwoven with each
other in practice. In fact, increasingly, there is a tendency to adopt a development scheme
known as "Concurrent Engineering," which allow several phases to be conducted
simultaneously so that propagation of problems is prevented. Therefore, different phases of
the system life-cycle are not necessarily cronological, but are rather driven by a logical
cause-consequence relationships.

Several models have been proposed to represent the system life-cycle. Some of these
approaches introduce as many as eight or more major stages, while others identify fewer
phases. As pointed out in the introduction, the number and nature of these phases is
somewhat dependent upon the type of system in question. The description of the system
life-cycle utilized in this paper is very generic. The purpose here is not to introduce a new
modeling approach for die life-cycle. Radier, the intention is to focus on a simple model
based on which a taxonomy of system failures can be suggested. The four major phases
considered here are briefly summarized. For the interest of space, the description are
presented in an abstract form.

Specification

Design'.

Implementation:

Operation:

Real-life requirements are carefully analyzed and translated
into a set of formal descriptions. Likewise, general and
specific goals and constraints are clearly identified. Subse
quent phases in the system life-cycle will address the question
of "are we developing the system right!" But this phase, in
particular, poses and considers the more fundamental interro
gation of: "are we developing the right systemT
The functions that the system must perform, the proper level
of performance, and the required interfaces are formulated.
This develops into a full scale engineering design describing
the overall architecture of the system and its components.
Prototypes, simulations, and predictions may also be prepared
to validate and assess the engineering design. Every function
must be traceable to an element in the formal specifications.
Also, reliability predictions may be conducted to assess the
design.
The various components and subsystems are engineered (or
obtained through procurement and subcontracting). Also,
integration of the individual entities takes place. If necessary,
human training also takes place. Testing (which sometimes is
considered a separate phase) may also be performed for
validation purposes, and may assess the levels of reliability
and quality.
The system finally performs its intended function during a
mission time. Apart from the "normal operation," other events
may take place during this phase, such as: preven
tive/correctivemaintenance, logistics delays, and unpredicted
or abnormal events.

POSSIBLE SHORTCOMINGS DURING THE LIFE-CYCLE PHASES

Experience has shown that shortcomings may exist in any of the previous phases,
and can be carried over until they are detected in subsequent stages. For instance, a study
based on a U.S. Air Force software system^, suggests that failures are primarily due to
shortcomings in the early life-cycle phases (specification and design) and to poor system



integration. In this particular case, actual failures originatmg in the implementation phase
were responsible for a mere 1% of all failures. Clearly, the exact percentages may vary
from one type of system to another, but the fact is that causes for failures may be
introduced in any of the phases. To avoid ambiguity, we will refer to the shortcomings in
each phase by different names:

• Flaws: Shortcomings occurring during the Specification phase.
• Faults: Shortcomings occuring during the Design phase.
• Defects: Shortcomings occuring during the Implementation phase.
• Errors: Shortcomings occurring during the Operation phase.

All these shortcomings will be analyzed and illustrated in the following sections.
Here, we try to explain their role and relationship to the system life-cycle.

We understand the subtleties in the meaning that these terms may have in different
contexts. The terms: "flaws," "faults," and "defects" are frequently used interchangeably
but they have different connotations^. On the other hand, the use of the term "error," may
be less conventional. Here, an "error" refers to any unplanned event or condition, during
operation, that may result in a failure, depending on the system "robustness." In that sense,
errors may thus be considered "hazardous or unwanted events or conditions." For instance,
an operator pressing the wrong key, or opening the wrong valve would be an error using
this terminology. Whether or not this particular error will cause a failure is highly
dependent upon the system's characteristics, and conditions at the time of the error.

More generally, any of the previous types of shortcomings may (but do not
necessarily have to) cause system failures. Shortcomings originating in one phase, may
propagate to the next one, but they may also be detected, and rejected in the next phase.
Thus, for instance, a "fault" (i.e., a design shortcoming) does not necessarily translate into
a "defect" (i.e., an implementation shortcoming). Also, for instance, "defects" are not
necessarily the result of "faults." "Defects" can be caused by purely implementation
shortcomings (e.g., poor integration or manufacturing). Table 1 summarizes the different
aspects of the system life-cycle including the types of shortcomings in each phase.

Table 1. The cause-eifect chains of the system life-cycle

motivation Syothestze
Requirements

Define

Objectives. Goals.
Suucture & Func

tions

=> Make it

Happen
=> Utilize the

System

U U li
Life-Cycle

Phases Specification
=>

Design
=>

Impiementation Operation

U IT li 11 U 11

Shortcomincs

Flaws Faults Defects Errors
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THE LIFE-CYCLE FAILURE SPACE

As mentionedin the introduction, the processof Concurrent Engineeringhas become
pervasive in complex system development efforts. It has become more difficult to set the
limits of each life-cycle phasebecause they tend to be conducted simultaneously. However,
this development process of concurrent engineering does not (or should not) eliminate
specific responsibilities for the failure or success of each phase. Experience shows that in
order to ensure reliability and quality of the process, accountability is a key factor. This
section expands the nature and relationship of the different life-cycle shortcomings
introduced in the previous section. Figure 1 depicts what can be called the "Life-Cycle
Liability Failure Space" In this space, any point represents a failure, and its location
indicates its cause.

Design

i

ur Implementation
Operation

Figure 1. The Life-Cycle Liability Space

failure root causes;

•F,: Caused

Caused

•F3: Caused

.F4: Caused

•F,: Caused

•F„: Caused

•Fu: Caused

•F23: Caused

•F,,,; Caused

exclusively by the specification phase.
exclusively by the design phase.
exclusively by the implementation phase.
exclusively by the operation phase
exclusively by external factors.

by a conjunction of specification and design phases,
by a conjunction of specification and implementation.
by a conjunction of design and implementation.
by specification, design, and implementation.

Fj, Fj, F3, F4, and F^ are called failure primary root-cause because there are the result of a
single phase or cause, and not a combination like the other types of failures.

Some of the previous types of root causes are more easily understood than others.
For reasons of space, more time will be devoted to the lessevident ones. In some instance,
real-life examples are also provided to better illustrate the impact of a specific type of
shortcoming. The next section describes the "primary" failure root causes, i.e., Fj, Fj, F3,
F4, and F^. They are termed "primary," because they are the result of shortcomings that can
occur in a single phase (or by single events). This is opposite to other types of failures,



108 - 17
(e.g., F,2, F23, etc ...) which are produced by a combination of shortcomings in different

^ phases. While reading the following description of primary root causes, the reader may
perhaps think that the description has omitted something. However, the item that he/she
may be contemplating is likely to be listed in the section dealing with the non-primary root

^ causes.

THE PRIMARY FAILURE ROOT CAUSES

Failures of Type F,

^ Shortcomings occurring during this phase fall in one of the following categories:

Consistency: Elements of the specification are in conflict with each other, or with
^ governing requirements and/or constraints.

Correctness: Specifications are plainly against the user's implicit or explicit
expectations (for instance, safety-related expectations, or purely

^ capability-related requirements).
Completeness: Some of the user's needs that should have been made explicit are

completely absent from the specification (they cannot be even
fmm, inferred from the specifications).

Fictitiousness: An element in the specifications has been arbitrarily and unnecessari
ly imposed. In other words, these fictitious specifications are those

tm which cannot be traced back to legitimate explicit or implicit user's
requirements.

m Raheja'* relates an interesting real-life incident involving this type of root-causes. An
X-ray machine was allowed to generate 80 times the recommended radiation dose. Three
patients were killed. However, the manufacturer insisted that the X-ray machine operation

n did not prevent high radiation doses because the hospital that purchased the machine did
not askfor it. The case was eventually brought to a court that finally ruled in favor of the
hospital. The manufacturer was held liable for not meeting implied safety expectations,

m From the previous classification viewpoint, in this case the specification of an X-ray
machine violated the "correctness" criterion because the machine operated against user's
implied expectations.

m

Failures of Type Fj

The design phase is one of the most intensive in the system life-cycle. For large and
complex systems the design phase demands an exceedingly high level of organization,
technical competence, and tones of common sense. Typical shortcomings during this phase

« are: inadequate redundancy in the design to ensure the desired levels of reliability, poor
planing of managerial information systems (including report of failures), deficient data
processing systems, miscalculation in structural design, etc. Techniques such as: Fault Trees

^ (FT), Reliability Block Diagraming (RBD), Event Trees (ET), Failure Mode Effect and
Criticality Analysis (FMECA), are utilized to assess and identify weaknesses in the design.

Failures of Type F3

In the implementation phase, in which the design is brought to reality, several
engineering-related shortcomings may occur. For instance, a poor integration, use of poor
quality parts, manufacturing defects, introduction of "bugs" in software coding, are typical
shortcomings during this phase.
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Failures of Type F4

At this stage the system is operating in the field. Many unplanned incidents may put
risk the proper and safe operation of the system. Clearly, this type of shortcomings is very
dependent upon the kind of system in question. Examples are: corrosion, fatigue, defective
interactions among components, perceptual, decisional, and executional human malfunc
tions.

Failures of Type F^

These are failure induced by external agents or challenges to the system. Examples
of them, are earthquakes, fire, use of equipment within unreasonable ranges outside the
specification limits, sabotage, etc. For every system, designers must, of necessity, accept
a certain amount of risk, even if it is very low. Eliminating risks costs money, time, and
human resources. There are practical limits to the levels of reliability and safety that can
be achieved. These limits are dictatedby real-lifeconstraints. For instance, an elevator may
be designed to withstanda maximumweightof, say, two thousandpounds. Despitepossible
reasonable safety margins, the designer implicitly accepts the fact that the elevator should
not be able to withstand a weight of, say, twelve thousand pounds. In this case, for
instance, if the elevator fails due to a completely unreasonable load, a failure of type F^ has
occurred. Therefore, failures of type may always occur in practice.

NON-PRIMARY ROOT CAUSES: THE COLOSSUS EFFECT

This is a general discussion referring to failures of type: F,2 , F23, F,3, and F,23. In
going from one phase to the next, the work of one team may leave room for potential
errors. In other words, tiie first team leaves room for interpretation (justifiable or not), and
the next team makes wrong decisions. We calledthem: "Concessions Of Liberty Of Subdue
and Subvert Uncertain Statements" (COLOSSUS).

FaUures of Type F,2

Failures of type F,2, are caused by the COLOSSUS effect between the specification
and design phases. First, it is important to realize that in diese cases, the "liability" is
shared between the two phases (this is the case, in general, with the COLOSSUS effect).
Also, one must realize that none of the following types falls into the classes of purely Fj
or purely Fj root causes previously described. In the case of F,2, COLOSSUS effects may
be triggered by:

Murkiness: Specifications may be formulated in such a way that even if
they do not contain errors, they are very difficult to interpret,
because they are too complex, or simply because they may
even be ambiguous.

Vagueness-. If certain elements in the specification are too vague, the
designing team may interpret it in an incorrect way. For
instance, if the specification asks for: "a high level of
reliability,'' the designing team could interpret this ''high
lever as being, say, 0.99. But, does a reliability of 0.99,
really meet the requirements?

Lack of Vigor: Crucial requirements are not given the proper emphasis in
their formulation. For instance, a requirement can prescribe
that a certain water-pump in the system be diesel-operated.



Failures of Type F23

Suppose that this system is going to be used in an environ
ment where no electricity is available. Then, the "diesel-
operated" portion of the pump specification becomes crucial.
To avoid unwanted assumptions (e.g., use of an electrically-
operated water-pump with the same capabilities), the specifi
cation must place the right "vigor" in the portion where the
requirement asks specifically for a fuel-operated-type.

In this case, the COLOSSUS effect between the phases of design and implementa
tion can be triggered by: murkiness, vagueness, and no vigor: as previously explained, but
making the necessary adaptation of terms. In this case, we could also observe a lack of
practicality^ occurring when a given design does not take into consideration practical
aspects. This may force the implementing team to take unsafe or unreliable altematives.

Failures of Type F,3

This type can occur when the specification team has direct access to the implemen
tation team (e.g. as in the case of Concurrent Engineering). Then the implementation team
may try to get extra specifications directly from the specification team. This may cause
COLOSSUS effects similar to the ones producing failures of type F,2.

Failures of Type F,23

These failures happen when COLOSSUS effects originate during the specitication
phase, but remain latentduring the design phase, and are propagated into the implementa
tion phase. The design team should have detected the COLOSSUS effects and rectify them
before they were passed to the next phase.

Failures Resulting from other Combinations

Finally,combinations of F4 with any of the previous types are not explicidy shown
in Figure 1.This is done for thesake of clarity, to avoid a factorial explosion of the various

^ cases. However, it must be realized that failures of type F4 can be due to "purely"
operational shortcomings (as the ones described in the previous section), but also
COLOSSUS effects with previous phases. For instance, in a cooling system an operator

" may open the wrong valve but this may be caused to unclear or inadequate labeling of the
valves in the procedure that he/she follows.

APPLICATIONS

A generic classification of failure causes has been proposed during the system life-
cycle. Apart from contributing to a better understanding andappreciation of failure causes,
this classification provides a good starting point for several areas of applications:

• The approach for Root Cause Analysis is hardly unique. However,
traditionally, this analysis has been reactive in nature. That is, a comprehen
sive investigation of the causes for failures is conducted only after the
failure has occur. A classification like the one proposed in this paper
promotes what can be called a: "Predictive" Root Cause Analysis. This
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classification may serve as a basis for identifying possible hazards in the
system-development cycle. The classification can be utilized to promote: ^
checklist, assumption analysis, COLOSSUS analysis.

• The classification also provides a construct for a more refined statistical
counting of system failures. Usually, failures are classified and counted
based solely upon the criticality of their effect. This kind of statistical
information provides very little use to improve the system. With ciassifica- n
tions of the type proposed here, failures can be counted based upon their
etiology. This allows a more meaningful feedback for designers and
engineers. PI

• It can also be used to assess current assurance technologies used in a
specific project and identify the weak points and the strong points. Based ^
upon the proposed classification, we realize that failure root cause analysis
may be more complex that it appears at first sight. Only an effective use of
a comprehensive combination of assurance technologies can guarantee that n
all types of life-cycle shortcomings will be addressed.

• This type of classification could be used as part of what is known as n
yorensic engineering" The expertise of forensic engineers is requested to '
settie legal disputes among customers, contractors, engineers, designers, and
others. One of the main objectives is to determine who is responsible for n
system failures. Figure 1, which shows the Life-Cycle Liability Failure
Space, establishes unambiguous and understandble guidelines to reach that
end. n

The generic classification of failures developed in this paper is a reminder that
failure analysis transcends the operational and physical realms. Behind each tangible system
failure, usually stands a lack of planning, calculation, or anticipation. As it has been said:
"it is not the 'stuff,* it is the man."
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